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SUMMARY 
 

 The intelligence that is appeared in man-made machines and enables devices to imitate 
individual behavior is artificial intelligence (AI). AI is different from human and animal 
intelligence, which is intertwined with consciousness and emotion [1]. 

 As a subset of the AI method, machine learning (ML) is used to improve the performance 
of machines, utilizing statistical techniques [2]. 

 Both reinforcement learning (RL) algorithms, which are used to solve numerous 
sequential decision-making problems, as well as deep learning (DL) methods, which 
utilizes multi-layer neural networks (NN) for learning large volumes of data, are subsets 
of ML [3], [4], [5]. 

 Deep reinforcement learning (DRL) is a combination of DL and RL (two subdivisions of ML) 
and has been established to overcome the high-dimensional problems that RL algorithms 
encounter [6].  

 Using RL and DRL, intelligent devices, similar to humans who learn from experiences, can 
learn from the actions they take at every time step t [7]. 
 

 
CONTEXT  
 

 One of the RL and DRL applications is in the cyber-physical systems (CPS) for cyber-

attacks as well as cyber-attack detection [8], [9]. Since the CPS models have infinite 

state space, conventional methods such as cross-entropy are not suitable for 

detecting their defects. In this regard, RL and especially DRL algorithms have many 

simulations runs and are superior to other methods in identifying CPS models’ 

weaknesses containing software complexities [8]. 

 

CONSIDERATIONS 
 According to research conducted by the authors of [10]– [12], the cybersecurity 

tasks using DRL algorithms are intrusion detection, malware detection, privacy and 

security [7]. For instance, in [10], utilizing a labeled dataset, a proper application of 

various DRL algorithms is offered to intrusion detection. 

 Thee specifications of this application are applying fast and straightforward NN to 

implement the classifier, using a flexible reward function, requiring a simple update 

of parameters in case of online learning [10]. 

 In [11] a DRL architecture including an adaptive cloud infrastructure is proposed 

to intrusion detection. The characteristics of this DRL cloud intrusion detection 
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system are being robust to modern attacks plus being able to maintain a balance 

between high accuracy and less false positive rate [11]. 

 In [12] a DRL algorithm based on deep Q-networks is presented to decrease the 

malware attacks in order to preserve the reliability, privacy, and security of the entire 

system. 

 Various researches have been conducted to introduce and develop defense 

strategies and applications using RL and DRL algorithms. 

 The authors of [13] have proposed three defense strategies using DRL. In detail, 

this method increases the accuracy of the DRL agent that is attacked, and in contrast, 

takes defensive positions against the dynamic actor-critic DRL jamming attacker. 

These strategies are: utilizing a proportional integral derivative (PID) control, using an 

imitation attacker, and developing orthogonal policies. 

 Another application of RL and DRL algorithms is in the multi-agent systems’ 

defense and attack. In multi-agent systems, cooperation between agents is a vital 

issue that all agents must be able to learn efficient approaches to accomplish their 

goals. RL and DRL algorithms can be a solution to the cooperation problem. In this 

regard, the authors of [14] have presented a multi-agent deep deterministic policy 

gradient (MADDPG) algorithm for multi-agent defense and attack, containing rule-

based attackers and DRL-based attackers accompanying DRL-based defense agents. 

 
BACKGROUND 

 Cybernetics, during the development of automated range finders for anti-aircraft 

guns, was introduced by Norbert Wiener in 1940 [15]–[17]. Wiener’s proposed 

method is an adjustment and re-adjustment cycle by aircraft and an antiaircraft gun. 

In this method, several observations are made to predict the future position of a flying 

aircraft during tracking, and the anti-aircraft gun’s actions should be added to the 

previous forecast [16]. 

 Both cyberspace and CPS terms are derived from cybernetics, respectively. In this 

regard, cyberspace was introduced by William Gibson in 1982 [18]. Regarding 

Gibson’s theory, cyberspace is a real non-space world identified by the ability to 

present virtually as well as interact with individuals through icons, waypoints, and AI 

[19]. 

 Afterward and for the first time, Helen Gill proposed the concept of CPS at the 

United States National Science Foundation (NSF) CPS workshop in 2006 [18], [20]. As 

a computer system, the mechanisms of a CPS are controlled and monitored using 

computer-based algorithms [21]. 
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 RL usage has flourished over the past decade. For the first time, Thorndike [22] 

introduced RL in 1898 with an experiment on cat’s behavior, and other researchers 

have further supplemented it over the years [23], [24]. In general, an agent of an RL 

algorithm receives a state from the environment and performs an action related to 

the received state at time step t. Then, according to the completed action, the agent 

gets a reward in the form of compensation or punishment from the environment at 

time t + 1. The goal of the algorithm is to maximize the cumulative reward [25]. 

 DL, which was introduced by Walter Pitts and Warren McCulloch in 1943, is a 

computer model based on the human brain’s NN and is a combination of algorithms 

and mathematics [26]. Finally, in 2015, DRL was developed by integration of DL 

architectures, and RL algorithms [6]. 

 
 

NEXT STEPS 

 The next report will review the cybersecurity and defense applications of AI, 

especially RL and DRL algorithms in CPS. For further familiarization with these 

systems, various types of cyber-attacks and cyber-attack detection will introduce. 

Besides, the RL and DRL algorithms for cyber-attack detection will present. Finally, the 

RL and DRL algorithms for defense applications will study. 
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