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SUMMARY 
 

 For accomplishing a coordinated investment to address ethical, privacy, and security 
aspects of AI-based technologies, there is an urgent need to studying the policies for the 
AI-based product based on the categories that can represent their threat.  

 Categorization issues that are discussed depend on a variety of parameters such as user’s 
profile, type of application, and the purpose of the AI application. 

 Our goal is to explain how context matters and higher intelligence levels in AI systems do 
not necessarily imply a greater AI threat. 

 
CONTEXT 

 
 In [1], it is stated that AI technologies can be categorized through three dimensions, 
namely multi-functionality, intelligence, and user interaction. Each of these dimensions 
can be subjected to ethical, security, transparency, and privacy concerns. The purpose of 
this categorization is to support and direct the efforts for tackling challenging AI issues. 

 More interactions imply possibility of more threats since AI system needs a higher level 
of features to be able to improve the user interaction [1]. For example, in infotainment 
applications of smart vehicles recommendation system, besides the search history and 
user’s preferences, the location of the vehicle may as well be used [2].  

 Multi-functionality also poses a great threat, since it implies that an AI device is collecting 
more sensory information. For example, smartphones or smartwatches, depending on 
the type of information they collect, such as voice, image, search history, and location [1], 
can be subjected to ethical, privacy, and security issues. In [1], AI intelligence is also 
introduced as another dimension in which a more intelligent AI system is presumed to be 
more threatening [1]. 

 However, a more intelligent AI system does not always imply more threats. Two AI 
products that have the same level of access to sensory devices such as cameras and 
microphones with internet accessibility can present the same level of security threats. 
The security threats depend on how much preventive and defensive mechanisms an AI 
system offers. 

 We can also define a more intelligent AI as a system that also considers and takes into 
account security measures.  

 Our goal is to introduce a different way of categorization, and we recommend that 
targeted regulations based on AI systems’ special features, their user, or special 
applications may lead to a better path for coordinated investment and tackling AI-related 
issues. We need to make the path for public policies clearer rather than obscure.  
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CONSIDERATIONS  
 

 AI ethical policy concerns in cloud computing [3], facial recognition [4], and the medical 
domain [5] are of significant importance for public policy decision makers. 

 AI categorization should be based on three criteria of multi-functionality, interactivity, 
and intelligence, as introduced in [1].  

 
NEXT STEPS 
  

 Considering the following types of regulations will help one to categorize AI systems 
based on their ethical, security, and privacy concerns: 
 

o Regulations based on the type of information that AI systems use are essential. 
For example, evaluating the type of sensory devices that AI system utilize should 
be considered. 

o Organizational specific policy where one would have to make sure private entities 
do not utilize AI systems for employee behavior monitoring applications [6].  

o User-specific policies are needed, where AI system are regulated such that a more 
vulnerable user will be offered more protection. For general and average citizens, 
location information with regards to infotainment applications do not create a 
high level of security concerns. However, for high-profile officials, one has to be 
warier of adversary malicious intentions.  

o What age groups does AI products target? For example, the use of facial 
recognition systems in AI products designed for children should be of special 
concern. 

o How much the AI system is internet dependent? What type of information is 
transferred and processed through the internet? 

o Regulating AI systems based on their purpose should be carefully considered. For 
AI systems in the medical domain, transparency and ethical issues are of outmost 
concern. AI systems used in the vehicular ad-hoc network (VANET) can pose 
serious dangers to safety of citizens. 

o Regulation based on reachability of AI systems should be carefully considered. 
One needs policy specific for AI systems that can be manipulated and used by 
malicious adversaries as a national threat. For example, recommender systems in 
social media applications is an area of particular concern.  
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