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SUMMARY 

 Fog computing is the enabler of cloud and edge computing (a term sometimes 
used interchangeably for fog computing). It is the distributed processing capability that is 
provided by local data centers close to the edge device, that will form the next generation 
of distributed cloud computational services. 

 Transparency, ethics, and fairness of AI systems issues with regards to the Internet-of-
Things (IoT) are actually entangled with thousands of cloud servers that are operated by 
big companies such as Google and Amazon. Therefore, with the prevalence of edge-cloud 
computing the number of cloud servers will be significantly increased many folds.  

 Our goal is to investigate how these issues would translate into the new era of 
computational technologies and what are the associated social and policy implications of 
these advances and developments.   

 
CONTEXT 

 Ethics, privacy, security, and fairness are said to be the characteristics of Ethical design 
of AI systems [1]. It leads to an AI system that is transparent, secure, and self-
explanatory, such that it can aid with legal problems as well as ethical problems that 
result from a decision that is made by an AI system. 

 Where cloud servers and IoT expand and become further distributed, the potential 
capabilities for developing a more powerful AI system increase. In other words, with 
capabilities that are offered by the fog computing, training capacities, speed, and 
processing capabilities of the AI systems also do get enhanced.  

  However, that begs the question as to how can one monitor and promote ethical and 
transparent AI in light of new challenges such as fog computing? Our focus here will be 
on a specific issue related to the facial recognition systems but it will subsequently be 
expanded to other AI systems. 

  A recent demonstration of integration of 5G and Edge Cloud has shown how machine 
learning models on autonomous drones, can be used to recognize humans. This strives 
towards a future where machines and humans can work safely together. 

 Integration of 5G and Edge Cloud can also be valuable in situations where a stakeholder 
must make immediate decisions based on the data that are being processed [2]. 

 In [2], a solution to respond to health crisis of the COVID-19 pandemic is provided. This 
study provides a framework based on AI systems and integration of 5G and edge-cloud 
computing that enables mass surveillance to monitor social distancing, control mask-
wearing, and reading body temperatures of people.  

 The above referenced AI system will analyze features such as facial expressions, mask 
detection, and body temperature [2]. 

 Such experimentations can cause a problem in terms of ethics, invasion of privacy, and 
also can be used by adversaries to target individuals for their malicious purposes. How 

https://www.webopedia.com/TERM/F/fog-computing.html#:~:text=Fog%20computing%20is%20a%20term,and%20cloud%20computing%20data%20centers.
https://www.omnisci.com/technical-glossary/fog-computing
https://www.optus.com.au/enterprise/accelerate/communications/the-future-of-5g-enabled-edge-cloud
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can one then become proactive to manage and tackle both privacy and security issues 
and challenges?  
 

CONSIDERATIONS  

 The integration of AI and edge-cloud processing will massively contribute to enhancing 
facial recognition technology and may be able to increase the public health security [2]. 
It may also result in an increased invasion of individual privacy concerns by these 
systems.  

 These technologies will enhance deep learning in such a manner that it will provide 
access to faster and more broad set of data for training purposes. Therefore, the 
resulting AI systems become more capable and enhanced.  

 Nevertheless, the problems and challenges with explainability of the AI systems still are 
prevalent [3]. 

 Challenges with adversaries where attackers may be able to access the wireless 
communication links between fog node and the edge device are considered quote 
serious. For example, an adversary accessing an edge-based facial recognition system 
would represent a great threat to the privacy and security of the citizens [4,5]. 

 
NEXT STEPS 

 There should be regulations that would limit and monitor authorization for the utilization 
of AI technologies by various companies and stakeholders.   

 For example, integrating edge clouds and surveillance systems may be able to provide the 
capability for a company to constantly monitor people in a neighborhood. Therefore, 
purposes and justifications for access of the AI systems to fog nodes should be made specific 
and very clear. 

  Access to edge-based servers with certain AI systems must be limited to trusted companies 
and stakeholders that go through an evaluation and review process. Otherwise, with 
installation of some security cameras and a facial recognition system, any company may be 
able to establish its own surveillance system.  

 An evaluation process should consist of security checks, purpose identification, relevancy, 
security, robustness, and necessity. If it is not a necessary requirement for a company’s or 
a stakeholder’s AI system to access edge-cloud servers then the security risk might overtake 
the usefulness of granting these accesses.  

 Collaborating companies and stakeholders that are involved with a client that utilize an AI 
system such as edge-cloud based facial recognition system should also be transparent and 
identifiable. This will provide the capability of holding them accountable to their decisions.  
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