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Abstract 

Artificial intelligence allows us to understand the ever-growing data 
that is produced worldwide. Since AI systems can produce powerful models 
that can make sense of large amounts of data, this will stimulate the 
increase of investments in AI-based smart technologies in various areas. 
Scientific papers, Industry, and job markets are showing significant interest 
in the development of AI-based technologies. To make sure the regulation 
of these systems has not failed to keep sight of these advancements, here 
we address our perspective and recommendations on barriers in ethics, 
security, fairness, and transparency for the current AI-based technologies 
as well as the emerging technologies. 

We address definitions and ethical constraints regarding an AI system. 
What type of features should an AI system have to be considered Ethical? 
What is data privacy? How can a non-transparent AI system create 
problems with respect to the different applications? How the development 
of internet networks will affect AI-based technology? Who is accountable? 
These are the type of questions that we try to answer in this document. 

In the first part of this document, we discuss why the technical aspects 
should be regarded as a criterion in the development of an AI system. 
Based on the review of important papers in the literature, this report 
approaches preventive measures that can be considered in terms of 
standards, which may help us to regulate the AI systems and hold AI 
developers accountable. 

In the second part, we have discussed potential privacy, security, and 
fairness concerns of the near future where AI system would be combined 
with a much more advanced internet capability such as 5G technology, 
edgecloud ethnology, or a combination of these two. How can we benefit 
from the cutting-edge technologies that this combination has to offer, as 
well as respond to the privacy concerns that are much more complicated? 

Conceivably, by considering the right approach for the AI design, 
proactiveness, and push for consideration of ethical constraints we can 
become closer to an "ethical by design" AI. 
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1 Introduction 

Artificial intelligence is becoming a non-separable part of the technology, and in 

many aspects facilitates its advance at a high rate. It has been widely used in 

applications such as autonomous driving systems, recommender systems, face 

recognition, speech recognition, handwriting recognition, computer vision, 

automated reasoning, and its true potential may yet be unimaginable. Deep 

learning is one of the most famous subclasses of AI systems. Its underlying 

principle of decision making is referred to as the black-box model. Even with the 

knowledge about the mathematics behind the model, it is difficult to construct 

an explanatory structure [1]. Lack of explainability is problematic in light of the 

accountability of the AI systems with regards to their resulting decision for 

different inputs. Decisions in the area such as determining persons weight based 

on their social media image [2], predicting crime using information from the 

twitter[3], recruitment AI [4], Business Intelligence (BI) [5], foreign policy 

decision making [6]. As a consequence questions about ethics, privacy, security, 

and fairness of the decision-making process will surface, which [7] refers to them 

as essential characteristics of an explainable AI. 

 

Figure 1: Issues with AI 
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As mentioned, the characteristics of explainable AI systems are ethics, fairness, 

security, and privacy, these concepts can be integrated into AI, through 

introducing new policies and presenting them as standards, or guidelines that 

would ensure the accountability of AI systems [8]. The ideal situation is to 

achieve an "Ethical by Design AI" [8]. Here, we argue that there are two 

viewpoints on the design of an ethical AI, the first one is regarded as the ethical 

constraint which encompasses all the ethical, policy aspects, and concerns that 

must be constantly addressed with regards to currents standards on the ethical 

ground [8], and the other is referred to as the transparency of the methodology. 

In this report, we try to address achieving the ethical AI through these 

viewpoints. 

 

Figure 2: Ethical by Design AI 

In terms of ethical/moral grounds, the issues can be viewed in terms of what 

the general public and we as human beings believe that is morally the right thing, 

and what steps should we take to prevent undesirable events such as 

discrimination, loss of private information, defamation, and harm to the general 

public / the clients dealing with such systems. To deal with this, we have to 

consider what tools or standards should we look into to be able to come up with 

the policies, which protects the privacy and serves the interest of the people. 
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In terms of technical aspects, it is important to readjust our policies based on 

studies that are concerned with the security and transparency of the AI systems. 

To address this issue, one approach is to investigate the notion of the 

explainability for the AI systems. 

In [7], a conceptualize perspective to the notion of explainability is presented. 

Based on this study, AI systems are divided into three categories of opaque 

systems (e.g. black box models), interpretable systems (e.g. SVM), and 

comprehensible systems (e.g. ultra-strong machine learning). Opaque systems 

are defined as the general type of systems where maps between input and 

outputs are invisible to the user. Interpretable systems are defined as a type of 

system where users cannot see, study, or understand how inputs are mapped to 

the outputs. Comprehensible systems mean the systems provide some 

information, along with the decision that would allow the user to understand 

why a certain output has resulted from a certain input. Here, they argue that AI 

systems should be augmented with human-understandable reasoning, such that 

it encompasses the characteristics of an explainable AI. An interpretable AI 

system [9] brings a certain degree of trust toward the AI, it is an improvement 

that will help to facilitate debugging, increase understanding of the AI by the 

user, decrease subconscious biases, and brings trust toward the performance AI 

system. Another approach is to investigate methods such as adversarial AI [10] 

and security certification [11], that deal with the vulnerability of the AI system. 

As an example, we try to investigate what are the possible threats to an AI 

system, and what are the possible solutions to counter these threats? 

In this report, we try to identify discussions that can be set into policies and 

can be beneficial to the transparency, security, and accountability of the AI. We 

also aim to recommend extra measures such as observer design based on 

explainable AI, which can help with the security and transparency of the AI 

systems. We want to show how can we utilize these ideas to become closer to 

an ethical by design AI. The organization of this report is as the following. 

In section 2 we discuss a survey of definitions and concepts regarding the 

characteristics of an ethical by design AI, and in the following, a review of the 

available techniques for achieving these constraints will be presented. Based on 

the investigated methodologies and ideas, we present our model for dealing with 

the accountability issues for the AI system, and express essential element for the 

technical certification of an AI system and section 6 is the conclusion. 
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Section 3 is dedicated to policy regarding to new advancement in IoT and 

how these advancement will effect our privacy and security with regards to AI 

sensory system. 

1.1 Challenges 

Artificial intelligence allows us to understand the ever-growing data that is 

produced worldwide. According to the IDC1 (International Data Corporation), the 

Global DataSphere 2 will increase from an estimate of 50 zettabytes in 2020 to 

175 zettabytes in 2025 [12]. Since AI systems can produce powerful models that 

can make sense of large amounts of data, this will stimulate the increase of 

investments in AI-based smart technologies in various areas. The time is now to 

be proactive such that we can identify the problems, and provide accountability 

measures that can regulate these systems. 

In this regard, we want to identify what are the values that an ideal AI system 

should encompass. What features reliable AI systems hold? How can we improve 

trust regarding the AI systems? and our main question is: how can we regulate 

AI systems such that they are held accountable not by the trust but through 

scalable criteria? 

In addition, we will witness increased development of the internet of things 

which is essential due to the ever-increasing amount of transferred data in the 

world. In this regard, Bell has already launched a 5G network in Montreal, 

Toronto, Calgary, Edmonton, and Vancouver [13]. Based on Gartner’s estimate 

[14], in 2018, “around 10 % of enterprise generated data is created and 

processed outside a traditional centralized data center or cloud, the amount that 

will reach 75 % by 2025”. Companies like as IBM (International Business Machine 

Corporation) are already on the move with the further expansion of the internet 

network, specifically the combination of 5g of edge computing in IoT, which 

brings computing and cloud closer to the edge device. IBM describes this 

combination as “cost-effective, better data control, with faster insights, 

improved response time, and continuous operation”, which will further enhance 

and expand AI systems and their applications. 

 
1 IDC: International Data Corporation is a highly recognized organization that helps business 

executives and investors to make fact-based technology decisions. 
2 The Global DataSphere: It is the summation of all the data, no matter created, captured, or 

replicated in any given year. 
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We also want to investigate how emerging development in internet 

technologies such as 5G and distributed cloud computing will complicate the 

privacy, security, fairness, accountability, transparency, and ethical issues 

regarding AI systems, and what policies will help us to be ready for this change? 

 

2 Accountability of AI systems 

2.1 Literature Review: Ethical Guidelines and Standardization 

Here, we approach different viewpoints regarding ethics in artificial intelligence. 

In [8], an ethical framework for artificial intelligence in Australia is presented. 

First, we review the definitions of an unbiased AI, and the tools suggested by this 

study to establish an initial understanding of an ethical framework’s concerns: 

2.1.1 Core Principal of An AI System [8] 

• Transparency: The public should be informed when an AI system uses 

information that impacts their life. The developers should ensure that 

their product is transparent about the type of information it utilizes to 

make a decision. A trade-off exists, by considering this definition of the 

transparency, since transparency sometimes can lead to the problem of 

cyber-security, where people with malicious intent can use the 

information publicized about the AI to generate the undesirable outcome 

that can harm the public. 

• Generate net benefit: An AI system should be beneficial to the people. 

• Do no harm: The negative effect of AI systems that are developed for 

civilian purposes should be minimized. As an example, COMPASS, an AI 

sentencing tool is mentioned, which predicts and suggests to a judge, 

whether or not a prisoner will be granted a parolee. Investigation revealed 

that this system was highly biased toward African Americans [8, 15]. 

• Accountability: AI systems designers must be held accountable for the 

negative effect, lack of security, loss of private information, or harm that 

may cause to the people. A prime example of where accountability and 

transparency matters, is the propagation of fake news in today’s society, 
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where an AI platform can facilitate the spreading of fake news, which can 

have a political and global impact. Therefore, developers should follow 

strict guidelines so the public can track the source of an undesirable 

outcome that is influencing their lives. Nevertheless, if an undesirable 

outcome occurred, then who is responsible? in [8], they argue even the 

policymaker may be responsible for discrimination caused by AI. 

Furthermore, it should be the job of a policymaker to consider all the 

loopholes that an AI developer may use to his advantage and enforce 

policies that ensure the accountability of an AI system. 

• Contestability: When an AI system affects a person’s life or community, 

those affected/ may be affected, by its output, should have the right to 

argue about its fairness and efficiency. Such platforms should be re-

evaluated with the feedback it receives from the public. 

As an example, when an AI system fired teacher in Houston, this matter 

proceeded to the court, and since there was no transparency on how the 

software decided to fire the teacher, the court ruled in the teacher’s favor 

[8, 16]. The COMPASS system is also an example of why an AI system must 

be contestable. 

• Fairness: The development or utilization of an AI system shouldn’t be 

discriminative. This is particularly important when the developers are at 

the stage of training the AI system. Black-box models, especially those 

directly affecting the public should be trained with data collections, that 

are fair, unbiased, and represent people from different ethnicity, or 

community. 

• Privacy protection: People’s private data must be protected. Here, the 

prime example is the popular internet platforms such as Google, 

Facebook, or Instagram, which target us by ads, through analysing and 

selling information that they collect about our activities on the internet, or 

they may sell this information for alternative purposes. Privacy means 

there must be regulation implemented by such companies on the AI 

systems so that the public can ensure their privacy is not compromised. In 

a new privacy protection policy set by European commission data 

regulation, GDPR (general data protection regulation) [17], Europeans can 
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take control of their privacy setting. Previously, users’ consent to the 

authorization of the personal data for business purposes to an AI system 

was part of a long agreement, and denying the agreement caused denying 

the service offered by the AI platform. However, a new rule iterates that 

the people’s decisions on the use of their personal information must be 

well informed, and through a separate affirmative action by the user, 

where he/she has a choice to use the AI system without compromising his 

privacy. 

Moreover, this study presents a set of principal actions that must be 

addressed to ensure the AI system is indeed ethical and possess the 

characteristics of an ethical AI: 

2.1.2 Principal for Developing the Ethical AI [8] 

• Impact assessments: An ethical AI should measure its impact on the public, 

through questions such as what are the direct and indirect impacts of the 

AI system on different ethnicities, communities, or political groups? As an 

Example, Westpac bank in Australia used facial recognition for recognizing 

the mood of its employees [18]. An interesting view of this situation is 

delivered in this study, which highlights the value of assessing whether the 

AI system is designed to benefit the employees or maximize the profit. 

They argue that it is the machine’s purpose to serve the human, not the 

other way around. 

• Risk assessments: For every AI system, risk assessments must be 

conducted to analyse whether or not it may create or induce any threat to 

the public. A hypothetical example is, when an AI system is designed to 

find the optimal route for oil pipelines and is biased toward indigenous 

people or in general minorities, such a system can cause great discomfort 

for them, which can also have political costs for the government. 

• Consultation: If an AI system affects a community, they should have a voice 

to express their concern or opinion about the ethical issues that must be 

addressed, even within the development stage of the system. 
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• Recourse mechanism: There should be a mechanism set in place so that, if 

a person or community is negatively affected by an AI system, they can 

formally complain about the system or its developer. 

• Mechanism for monitoring and improvement: The AI system should 

regularly be monitored and held accountable so that its relevance, 

accuracy, and decisions be in-line with the ethics, and needs of the society 

at the current time. 

An example of this issue is mentioned about the use of facial recognition 

in the United Kingdom, by the police department, in the London metro 

area. Based on the report by Big Brother Watch [19], most of the result of 

the facial recognition system was proved to be inaccurate, and this 

method is lead to a significantly small sample size of arrests. Here, they 

argue, this significant difference will result in public distrust, and [19] 

suggest that maybe a solution is that, before questioning and confronting 

the suspect, a human may assist the AI system to ensure that identification 

is correct. 

Several important factors exist when considering the monitoring and 

improvement of the AI systems, in [20], some of the basic ones are 

signified. In-house development, which alternatively, [21] refers to it as a 

secure enclave, is one of these important factors. It means limiting the 

accessibility of the data to the attackers, by mandating rules that prevent 

the leak of client’s private data or information about the AI structure to 

the public. For example, [21] mentions that the rapid growth in the 

utilization of the public cloud is an important aspect of the increasing 

number of cyber-threats against the AI systems. In [21], the solution is 

regarded as promoting the secure execution environment. Software 

Guard Extensions (SGX) designed by intel is an example of a hardware-

enforced isolated environment, which protects the code inside the SGX 

from the compromised operating systems. Another important factor in 

cyber-security is referred to as Know-How, which means how much the 

adversaries are aware of the structures of a certain system. This would 

define what type of attack they can perform on a certain AI system, which 

also determines the ability for monitoring and protective measures that 

can be considered for the AI system. 
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Another factor that is mentioned in [21], is the cloud-edge systems. It 

means increasing the number of data centers and making them closer to 

the user. Right now, a few companies such as Google and Amazon manage 

the major data centers for today’s information distribution, which means 

due to the centralized nature of the information distribution, the data 

travel through many routers, which jeopardize security and safety of the 

AI systems. 

• Guideline for best practices: Developers should be provided with a unified, 

and transparent guidelines, this guideline can be considered as a checkbox 

that developers will follow for ensuring that their product uses a 

representative data, its security aspects are ensured, and will not cause 

any harm. 

• Industry standards: Providing the developers with certification and 

standards is essential, and can confirm if an AI system follows the ethical 

guidelines, this may also induce competitiveness among the developers. 

In this regard, the Office of Australian Information Commissioner has 

called for developing a standard for AI developers under the title of "How 

standards can increase organizational accountability" [22]. 

Besides we can argue that this standard should take the cybersecurity 

aspect of the AI system into account and make sure that the safety and 

privacy of users are the main priority. 

• Internal/External view: Using an unbiased selection of professionals to 

review the AI system, and examine it with consideration of the ethical 

principals. Here, the external views can be made possible through assigned 

unbiased investigators, that are responsible for measuring how much an 

AI system follows the industry standards, or developers should be 

encouraged to reach out to the public and use their views. Besides, 

internal views can be obtained by hiring and taking opinions from diverse 

unbiased professionals. 

• Collaboration: Using the academia alongside industry to develop "ethical 

by design" AI. This collaboration tries to answer the integration of ethics 

into the AI systems. 
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Here, as a result, the "guideline for best practices" can persuade the 

developers to work with academia, so they go through another 

accountability layer. In this study, the presented framework implies that 

without laws that enforce transparency by the developers, getting 

feedback from the public, and setting up a standard, one cannot monitor 

the potential outcome of an AI system on the society. 

European Union Agency for Cyber Security (ENISA) is one of the established 

organizations working through the standards for cybersecurity certifications. 

Some of the tasks of this Agency are introduced as the following [23]: 

• "Cyber-hygienes" must be promoted, meaning that cyber threats will not 

solely affect the technology but also the citizens. 

• Raising awareness of citizens and business owners against cyber-attacks. 

• Decreasing third-party dependency of the AI systems. 

• Performing regular analysis and maintaining a "market observatory". 

• Promoting cyber-security certification. 

• Promoting international collaboration. 

• Promoting regular consulting with standardization organizations. 

• Thinking of flexible solutions, so the industry remains ahead of the threats. 

• Promoting a high level of safety assurance for Information and 

Communication Technology (ICT) products. 

With regards to the implementation of what ENISA is advertising, in a similar 

viewpoint to this report, a study is published in the journal of nature in December 

2019 [20]. In the mentioned paper, three elements are introduced, which makes 

the AI system more reliable. One key element is adversarial training, which will 

be discussed in this report. In this paper, adversarial training is advertised as a 

mandated rule for the AI system to improve its performance. The second 

element is referred to as in-house development. This study argues, in the 

development stages of an AI system, the requirement of using cloud systems due 
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to receiving support from third parties makes them vulnerable to many possible 

types of attacks, and an in-house development would prevent such threats. 

Here, the key argument is decreasing the space of possible threats. The third 

element is parallel and dynamic monitoring. They argue that the developers 

should construct a "clone system" as the observer system, and they explain that 

such a system should not be considered as the "digital twin" [24] of the main AI 

system. Furthermore, they demonstrate a set of reasoning and design criteria for 

the clone structure that would deliver their desired monitoring performance. 

These characteristics are explained as the following [20]: 

• Clone system is the same AI system but in a controlled condition. 

• Clone system will go through adversarial exercise and situations where the 

original system was not assessed. 

• Threshold divergence between the two AI system’s classified outcomes 

will be considered as an attack. 

In this report we want to go through elements that together would form a 

transparent AI. These elements are directly related to deficiencies of the AI 

systems in several categories. First, we discuss these categories one by one and 

will recommend a accountability model based on these categories. 

2.2 Data Governance and Privacy Issues Related to an Ethical by 

Design AI 

In the previous section, privacy is introduced as one of the core principles of 

ethical AI. Here, we address how data governance is essential to the privacy of 

the users. Here, we address this problem through the review of important 

definitions and issues presented by [25]. 

Regarding consumer data, [25] mentions three current methods for which 

data is being collected about consumers by companies, based on this study, they 

are regarded as declared, observed, and generated data. Declared data is a 

consented directly requested data is that the user agrees to share with a website 

or application, which can also be regarded as active data. Observed data refers 

to data, obtained through tracking user’s social media interaction and their 
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research preferences. Generated data is the data that is obtained by analysing 

the information gathered about a user. The following table displays some of the 

means of data collection. 

 Some Means of data collection [25, 26, 27] 

Data Active 

data 

Passive 

data 

Description 

User’s name X   

User’s address X   

User’s preferences X   

Cookies X  Collected through interaction of a user 

with a web-site, third party companies 

can buy and sell this info to other 

companies. 

Device information 
and tracking 

 X User agrees when he install an 

application. 

Facial recognition  X Utilization of biometric software that 

identifies person through their image 

Fingerprinting  X Companies can use specific 

information that is gathered about the 

user as the specific identifier for that 

user. 

Payment cards  X They can track member’s transaction 

history. 

Cross device tracking  X They tack users and can pinpoint them to 

devices like as mobile and computer 

Table 1: Types of passive data collection by [25] 

In [22, 25], they argue that third-party companies, buy people’s data, which 

is collected via passive and active means of data collection, through the 

companies which the user agreed to share them with, and sell them to other 

groups and organizations for alternative purposes. 
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To further address this topic, we have to clear what does personal data 

means. In [27], they define the name, email address, home address, phone 

number, and work history as directly personal data. In [25] and [27], they agree 

that some data can be indirectly personal, which also enables the identification 

of the user. Also, based on [27], some personal data are more sensitive than 

others, such as health, religious beliefs, political views, and race. Therefore, a 

strong definition of what is considered personal data is needed. Based on GDPR, 

data is personally identifiable if it can be linked to a personal computer or device. 

This is a reason why, in the new rules imposed by the European Commission on 

data regulation [17], a person must take an informed decision on which data can 

be used by an AI system, also, utilization of the data by AI system, should not be 

essential for the permission of the application usage. Under General Data 

protection regulation the following are some of the basic rights of the users with 

regards to an AI system 

[17]: 

• (i) Data protection by default: Companies should not decide whether a 

user’s data should be accessible by public or other companies and third 

parties, this should happen through an informed decision by the user, and 

if a user’s data is leaked, which may cause damage toward the user, the 

company should be held accountable. 

• (ii) The right to ask: A user must be able to ask about the information type 

and its processing purpose by the company. 

• (iii) The right to object: Users should be able to object if they don’t want a 

company to process certain information about them. 

• (iv) The right to access: Users should be able to access all the information 

that is kept about them by a company. 

• (v) The right to be protected and informed: If personal data is leaked, the 

user has the right to become informed about it. 

• (vi) The right to be forgotten: Users should have the right to request for 

deleting all of their data. In a situation where this information concerns 

public interest, the benefit of the majority prevails. In 8, they argue that 
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this right is a challenging issue, since the data may already be integrated 

with the structure of an AI system, therefore they argue that Australia may 

wait to see how EU can integrate this law into the AI system. 

In an example of this view, which is mentioned in [21], published by the 

University of Berkeley, they indicate the importance of sharing 

information on matters that concerns public health. They describe a 

scenario in which hospitals are likely to share private health information 

of patients between themselves to improve the response of the 

government to a situation such as an epidemic. For example, in a situation 

where a vaccine is found for a type of flu, which regions should be 

prioritized to receive the aid first. 

2.3 Data Selection and Biases 

In [8] it is implied that how ethical and policy issues in data selection can lead to 

unethical and untransparent practices by companies. In [28], a study is reviewed 

that talks about the price of online tutoring by Princeton university with regards 

to the ZIP code. This study shows Asian living areas in the U.S are charged up to 

two times higher prices for online tutoring than the other areas, also this study 

unveiled that the wealthy neighborhoods of Washington DC were also charged 

higher than average by this university. The officials of the Princeton university 

denied such discrimination, though, the available tools are not simply strong 

enough to enforce transparency. Therefore, another issue lies in the use of deep 

learning algorithms, which are not explainable, if the law could enforce an 

answer from the university and the methodology that their AI system utilized 

was transparent, an investigator could examine the decision for online tutoring 

prices with regards to neighborhood plus the explanation for that decision. This 

type of investigation may reveal wrongdoing and lack of ethic in many cases and 

help to regulate AI developers. This matter will be more investigated in the 

context of explainable AI through the next sections. 

2.4 Transparency of Methodology and Explainable AI Design 

The issues regarding the AI systems necessitate the need for constraints that 

should be considered in the decision-making process and data preparation of an 

AI system. As mentioned, ethics, privacy, security, and fairness are characteristics 
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of an AI method that is transparent. One of the available tools for designing such 

systems is explainable AI/ interpretable AI. In this section, the main challenge is 

to identify the elements that will together form a truly explainable AI. To avoid 

confusion, we will use the term ethical AI for the system that has all the 

characteristics. The explainable AI method is just the first of many elements for 

achieving such an AI system. As mentioned, an interpretable AI system is an 

improvement that will help to facilitate debugging, increase understanding of the 

AI by the user, decrease subconscious biases, and brings trust toward the 

performance of the AI system. An AI system that has this characteristic is called 

an interpretable/ explainable AI in terms of methodology. First, we try to 

describe the available explainable AI methodologies and discuss what it means 

for an AI system to be explainable in terms of methodology, then we move on to 

highlight the other important aspects of a safe and trustable AI. 

2.4.1 Explainable AI 

Explainable AI methods that analyse the AI techniques based on the type of their 

interpretability are classified into the subclasses of post-hoc and intrinsic. 

Intrinsic interpretability means that the AI method is interpretable due to its 

simple structure, while post-hoc interpretability means that interpretability is 

achieved after the AI model training. Another important definition provided in 

this study highlights the degree and scope of information provided by an 

explainable AI method. Based on this definition, an explainable AI methodology 

can either be globally interpretable or locally interpretable. An explainable AI 

model is said to be globally interpretable when it follows entire reasoning leading 

to all different possible outcomes. If the explainable AI model only explains the 

decision for a specific situation, then this is considered as local interpretability. 

This paper also categorizes explainability techniques based on their applicability 

to different AI systems into model-specific and model-agnostics. While model-

specific methods are only applicable to a specific type or class of algorithm, 

model agnostic methods are usually post-hoc techniques that are not tied to a 

specific class of machine learning algorithms. In [29], a categorization of 

explainable AI techniques based on their underlying structure is provided, in the 

following a brief description of these techniques is provided: 
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1- Surrogate model 

It is a simple model that is trained on the prediction of the black-box model to 

explain its complex structure. Decision trees, LIME(Local Interpretable Model 

agnostic Explanation), and the linear model are examples of these types of 

models. There is no theoretical guarantee that a surrogate model can represent 

a complex model. 

2- Partial Dependence Plot(PDP) 

The partial dependence plot provides a visualized explanation that highlights 

how predictions depend on one or more input variables. 

3- Individual Conditional Explanation 

It is an extension of the partial dependence plot, where it explains in terms of a 

graph, how the prediction changes when a feature of interest changes. This 

method can only provide a meaningful explanation for one feature, by 

considering two or more features, the explanation plot will be a surface or a 

hyperplane and it cannot provide a meaningful explanation for the user. 

4- Rule Extraction 

It provides a symbolic human interpretable explanation that approximates the 

decision-making process of the artificial neural network. Rule extraction 

methods are generally categorized into the decompositional approach where 

the network is broken down into smaller individual parts, the pedagogical model 

agnostic approach where the target is the function computed by the network 

and its input features are the network’s input features, and eclectic approach 

where it uses the knowledge about the weight vectors in the neural network 

model to complement its symbolic explanation [30]. 

5- Model distillation 

It is a model compression approach between the deep and shallow network, 

where a smaller model is trained to represent the larger model. This is done by 
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transferring the knowledge from the larger model to a smaller model through 

minimizing a loss function. 

6- Sensitivity analysis 

It is referred to the analysis made on the effect of input or weight perturbation 

on the concluded output by an AI system. 

7- Layer-wise Relevance Propagation (LRP) 

It is a technique where it propagates the outcome backward using a set of locally 

designed propagation rules [31]. 

8- Prototypes and criticism 

This model includes two parts called as prototype and criticism. Prototype is an 

example-based explanation, where representative data instances are selected to 

bring an understandable view to the complex data distribution. Criticism is an 

example-based explanation of data instances that are not covered by the 

selected prototypes. 

9- Counter factual explanation 

Proposes a minimum alternate explanation that would lead to a different 

outcome in an AI system. In the following a table representation of the 

aforementioned techniques is provided [29], which divides the available studies 

in the literature based on the provided definitions. 

Furthermore, these methodologies help us to move on from the black-box 

model to something clearer, which is also referred to as a glass-box [32]. Based 

on [32], these techniques can be used to recognize racial, gender, intrusion, or 

locational bias in the systems. They can be regarded as one of many criteria that 

we can set for defining a secure system. An important question is when the 

output of an AI system is not explainable, can we still consider it a safe system? 

This is an issue of risk assessment, where there is a trade-off between vital 

aspects of the task and ethical issues of the AI system. We suggest that it should 

be assessed whether having such an AI system is safe for the public or not. 
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Explainable AI (XAI) methodologies have the potential to have a critical part 

for numerous applications in the industry, defense, civilian, or medicine. For 

example, DARPA (Defense Advanced Research Project Agency) developed a 

model, based on RISE (Randomized Input Sampling for Explanation) for 

identifying solar farms through satellite image, they have successfully recognized 

important features in the input of a neural network program that highlights why 

the neural network recognizes that a particular image belongs to the solar farm 

and why the image may display a different structure [33]. 

Another example provided by this agency is based on the idea of the network 

dissection, which means they identified what neurons inside the hidden layers of 

a neural network program, are responsible for detecting a place such as a 

shopping mall, a park, or a solar farm [33]. 

In [33], deep reinforcement learning also has been mentioned as an 

alternative explanation methodology for a black-box model with complex 

neurons. Here, the idea is that to replace neuron operations inside the hidden 

layers, with a simple gradient-based dynamic to be able to simplify the complex 

model. As mentioned earlier simplicity boosts explainability, as it would enable 

us to analyze these complex structures with well-defined methods [33, 34]. 

In [35], an example of explainable AI for biological applications is mentioned. 

The support vector machine is a classification and a regression method that is 

used for a variety of data analysis and has long been used in the field of biology. 

As an example, in [35], they investigate an AI system which has to detect a 

specific biological signal in a sequence. However, the output provides no 

meaningful explanation for its resulting decision. Their methodology was able to 

produce a biologically relevant explanation for the studied machine learning 

program. 

In [36], a study categorizes the opportunity and challenges that can 

deeplearning and interpretable AI bring to the fields of medicine and biology. In 

this regard, disease and patient categorization for classifying cancer patients, 

predicting gene targets of micro RNAs, or electronic text mining of medical 

health records aim to retrieve relevant information that are beneficial to public 

health. 

In [37], an example of XAI in the medical field is investigated. This study 

examines the development of an XAI for a deep neural network that is designed 

for the prediction of the health status of the patients in the intensive care unit 

(ICU) of the hospitals. The subjects of this study, which was done by the 
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researcher of the University of Southern California, are the patients with acute 

lung injuries. Based on this paper, the AI system uses the health data from sensor 

signals such as temporal variables, ventilator settings, and blood gas value that 

are provided by ICU machines, in addition to the medical records of the patients, 

to decide whether the patients’ health will likely elevate/worsen over a period 

of time. Here, the AI system predicts when the hospital will have a ventilator-

free day and how the pattern of the mortality will change over time. When a 

hazardous event such as the COVID-19 virus is threatening human lives, it is 

evident why such an AI system and their respective explainable AI will play a 

critical role in our life. 

Another interesting example is the implementation of an interpretable visual 

saliency method [33, 38] where the AI system is responsible for deciding the 

movement of the vehicle, and XAI method is responsible for rationalizing the 

movement with a textual explanation. This methodology generates a heat map, 

which takes into account variables such as traffic light and explains why a vehicle 

is slowing down. An interesting perspective that can be concluded is to consider 

investments for developing detectors or observers that operate based on the 

explainable AI. Imagine a scenario where a deep neural network and control 

system is responsible for the movement of an autonomous vehicle, in this 

situation, if such an explainable AI-based detection system, provides an 

explanation based on its received variable, that the vehicle is accelerating while 

the light is red or the front vehicle is slowed down, then the system may 

recognize the problem with the decision of the AI system. However, in a situation 

where the resulting explanation for AI system commands is not explainable 

through measures like as explainable AI, maybe we should consider that system 

unsafe and unauthorized to operate. 

As mentioned earlier the implementation of explainable AI will provide a 

piece of information that is human-understandable. Here we argue that one of 

our focus should be to encourage or even train developers for such programs. 

Imagine for the mentioned case of recruitment AI, there was a parallel 

interpretation model that could provide an explanation for the Houston teacher, 

highlighting the reasons that cost his job. Proceeding with the legal course would 

be much easier if there was a decision that was assessable. 



 

 

Categorization of studies related to the explainable AI By [29] 

Category of 

technique 
References Global 

/ 

Local 

Intrinsic 
/ 
Post-hoc 

Model 

agnostic/Model 

specific 

Rule lists [39][40][41][42][43] G I SP 

Decision Trees [44] [45] [46] [47] [40] G I SP 

Shapely 

explanation 
[48] L H AG 

LIME [49][50] [51][52] L H AG 

Saliency map [53][54][55][56][57][58][59] L H AG 

Rule 

extraction 
[60][61][62] [63][64][65] G/L H AG 

Decomposition [66][67][68] L H AG 

Partial

 depen

dence plot 

[69] [70][71] G/L H AG 

Feature impor- 
tance 

[72][73][74] G/L H AG 

Prototype and 
criticism 

[75][76][77][78] G/L H AG 

layer wise 

Relevance 

Propagation 

(LRP) 

[79] G/L H AG 

Counter 

factual 

explanation 

[80] L H AG 

Model 

distillation 
[81][82][83][84][85][86] G H AG 

Sensitive 

analysis 
[87][88] G/L H AG 
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Individual 

conditional 

explanation 

[89][74] L H AG 

Surrogate 

models 
[49][90][91] G/L H AG 

Activation 

maximization 
[92][93] G H AG 

Table 2: Categorization of explainable AI techniques by [29]. In this table "G"21 

refers to global, "L" refers to local, "H" stands for post-hoc, "I" stands for intrinsic, 

"AG" points at the model agnostic methods and SP refers to the model specific 

methods. 

Furthermore, in important question arises: What are deficiencies that each 

of these field faces which might delay the integration of AI, or XAI in their 

respective domain: 

Deficiencies of AI in Healthcare 

For better integration of AI systems in healthcare, we must first identify what 

preliminary measures are required to prevent data bias, increase accuracy, and 

elevate the reliability of these systems when the public needs them the most. 

Based on [94], the first step is to increase the capacity of the data centers for 

local hospitals. This paper mentions that as of now, many local hospitals cannot 

store large amounts of electronic health records over a long period of time. As a 

consequence, lack of comprehensive data is detrimental to the accuracy and 

reliability of the AI system. The second element is attention to bias in data. For 

example this study mentions that minorities might not be accurately represented 

by the AI system that is trained for the people with different ethnicities. As 

mentioned and also highlighted by the aforementioned research, lack of 

explainable AI in healthcare systems is another aspect that is currently missing, 

where a doctor might need to be aware of the logic behind the decision of the AI 

system before any final decision has been made. In [94] a study is mentioned, in 

which the AI system is responsible for identifying patient that have a higher risk 

for pneumonia, in this study patients who were suffering from asthma, were 

categorized as a lower risk to be endangered by pneumonia, while in reality such 

patients are at higher risk. This study also signifies the need for XAI in health care. 

Based on [95], an important factor is to be able to break the private contracts 

between patients and hospitals on the confidentiality of the information, in a 

situation where it is necessary to have an analysis on a bigger scale, such as 

epidemics. Other important factors, which [95] recognizes, include enhancing 
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technical knowledge, removal of biases, and explainability. Moreover, there is a 

consensus on the transparency of the AI system by using methodologies that are 

engaging with their respective users. This study argues that experts which 

develop the AI systems must be aware of detrimental biases. This matter can be 

resolved with proper training in clinical education, hiring the qualified expert, 

and normalizing this point of view amongst the expert and policymakers. 

Alleviating the deficiencies through the experts’ help is the key element that this 

paper mentions for improving the AI systems. For example in every field, there 

are important questions that aim to examine if their respective AI system can be 

an answer to them. For example, this paper mentions the area of radiology in 

which the Royal College of Radiologist in the united states defined an AI 

framework, which the developers may consider during the design of their 

product. Another aspect is to make the radiologist familiar with the bias and 

training procedure of the AI system. This will enhance the quality of 

recommendation by them, which is directly in line with the deficiencies of the AI 

systems. Another aspect is advertising, this is the key element for bringing public 

trust toward an explainable AI system. Many of the current public opinion about 

the AI is system is far from reality. It can be categorized into skeptics or people 

that think an AI is an answer to everything. To be able to answer the skeptics, we 

must advertise the explainable AI and its benefit to the scientific community, so 

more people be encouraged to be engaged in research and development in this 

field, and also more scientist be able to trust explainable AI decision in a critical 

field such as healthcare. 

2.4.2 Adversarial Examples in AI 

In terms of the capabilities of the adversaries, the adversarial attacks are 

regarded as attacks that are injected into the AI system during the training stage 

or during the testing stage of these systems [96] that are also referred to as the 

adversarial examples. Adversarial example intends to deceive the AI system and 

cause misclassification. 

Based on [96], three types of attacks are possible during the training stage: 

data injection, logic corruption, and data modification. During the testing stage, 

this paper categorizes the attacker’s capabilities to the two-class of the white-

box or the black-box attacks. 

In white-box attacks, the defender assumes that the adversary has total 

knowledge of the targeted AI system. Based on [96], there are two general ways 

for designing such attacks: sensitivity estimation and perturbation selection. 

They explain sensitivity selection as finding the direction of input, which by 

applying minimum disturbance, the intruder can cause the misclassification of 
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the output. Based on [96], perturbation selection is defined as finding a 

disturbance for the input that results in the desired misclassification. 

In black-box attacks, the assumption is that the adversary is not aware of the 

AI system’s internal structure [96], and the access is limited to the input and 

outputs. Based on [96], the black-box attacks are sub-categorized into non-

adaptive, adaptive, and strict black-box attacks. This categorization is based on 

the adversaries’ capability to analyse the information about past inputs/outputs 

data, which means the attacker can interpret and analyse the original model, and 

use his/her model/analogy of the AI system to generate attacks. A real-world 

example of black-box attacks is investigated in [97]. This paper discusses how a 

deep learning method can be used to generate an attack against the AI system. 

To prove how deep learning can work against deep learning they conducted 

attacks on MetaMind, Amazon, and Google. In an example provided by this 

paper, they illustrate one of their attacks, when they targeted a DNN benchmark 

designed to recognize the traffic signs, and forcing it to misclassify the input data. 

Furthermore, there are techniques in the literature that are specifically 

designed for this purpose. In [98] a study is conducted that investigates the 

adversarial image generation. It introduces three methods of fast, basic iterative, 

and iterative least likely for this purpose. Fast and basic iterative are attacks that 

add a gradient-based designed perturbation into the pixel values, while least 

likely is a more sophisticated version of the adversarial attack. An example of the 

least likely is when image recognition classier mistakes a dog as a plane [98]. The 

following table demonstrates some of the known attack that are mentioned in 

[96]:  
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Adversarial Examples by [96] 

Attack’s name WB/BB  Description 

L-BFGS WB Adding a gradient-based designed perturbation into the 

input value. 

Fast Gradient Sign 

Method 

(FGSM) 

WB Adding a gradient-based designed perturbation into the 

input values. 

One-Step Target 

Class Method 

WB Another type of gradient-based method. 

Basic Iterative 

Method 

 WB Another type of gradient-based method 

Iterative least 

likely-class 

method 

 WB A probability-based version of the gradientbased method. 

Jacobian 
Attack 

Saliency  Map 
 

WB Applying the maximum perturbation to targeted few inputs 

One Pixel Attack WB Changing only one pixel for attacks against facial recognition 

systems. 

Deep Fool WB A simple method to fool the neural network algorithms 

Houdini WB Using gradient based information to target machine 

learning algorithms designed for application such as 

speech recognition or facial recognition systems. 

Model Inversion BB Using machine learning to recover the input data. 

Model Extraction BB Building a clone model with a similar structure as the 

targeted model. 

UsingParallel 

Model 

BB Devising a clone model based on the output generated by 

the adversary input. 

Table 3: Different types of white-box and black-box adversarial examples 

reviewed by [99]. Here, WB means white-box and BB means black-box, sensitivity 

estimation is denoted by SE and perturbation selection is denoted by PS 

. 

Furthermore, in [99] a study developed on the security of machine learning. 

Based on this work, in order for the user to trust an AI system, first, we have to 
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study this through the viewpoint of the attacker to identify the intent of an attack 

design. This study discusses the classification of attack types against AI systems 

that would cover applications such as spam filtering, virus and worm detection, 

and intrusion detection. Based on this study, malicious inputs based on severity 

can be classified into two classes of harmful and benign that can have a false 

positive or false negative impact on the AI system. False-positive is the same as 

a false attack where normal input is detected as an attack, and false negative is 

when the attack situation is considered normal. Based on the false positive or 

false negative, this work elaborates the idea further to categorize the malicious 

input that can have such an impact on the system. Table.4 demonstrates this 

categorization. 

 Adversarial goals by [99]   

Categories 

of attacks 

Purpose 
Impact on 

availability 

/false 

positive 

 

Impact 

of 

integrity/ 

false 

negative 

Targeted 

attack 

Focuses on a 

specific output 

X X  

Causative 

attack 

(poisoning 

attack) 

 Takingcontrol of 

training data 

X X  

Indiscriminate 

attack 

Targeting a 

variety of the 

outputs 

X X  

Exploratory 

attack 

Taking 

advantage of 

misclassification 

X X  

Table 4: Adversarial goals by [99] 

Moreover, studying adversarial examples and intent of the attacker simply 

can be considered as a guideline to encourage developers to become more 

proactive. 
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This aim proceeds with analyzing the weakness of the AI system before the 

occurrence of an attack. Identifying the possible intent of an attacker is the key 

element of recognizing the weaknesses of an AI system. Another element is 

studying the design methodologies that exist for the development of an attack. 

What needs to be done is to decrease the level of uncertainties that exists in the 

AI system. Table 3 mentions several types of white-box or black-box attack, a 

developer’s job is to address these attack and provides assurance which scales 

what level of security their product provides against these attacks. However, the 

criterion is recommended to be universal and we will mention it as part of key 

consideration that must be enforced by the policymakers, technical researchers, 

and inspectors that set the guidelines for a safe and trustable AI. 

Several important questions arise from the preliminary investigation on the 

concept of adversarial examples in AI, which we aim to answer by exploring the 

literature: 

• What is the nature of methodologies in the literature for designing an 

adversarial attack? 

• Since the achievable interpretability of an AI system does not 

automatically result in detectability, how can we use adversarial attack 

combined with interpretable output to improve the notion of 

detectability? 

• Is there exist a criterion on how much an AI system is robust against 

adversarial attacks? 

• How can we identify and remove adversarial input data from the AI 

system? 

 2.4.3 Defence Strategies Against Adversarial Attacks 

Based on the available strategies in the literature against adversarial 

attacks, [96] categorizes the defense strategies into modifying data, 

modifying models, and using auxiliary tools. Methodologies classified as 

modifying the data are concerned with the training stage or the testing 

stage of the data sets. Modifying Model strategies recognize that the 

solution against adversarial attacks lies in increasing the adversarial 

resistance of the AI system. Additionally, the auxiliary tool is an artificial 

tool that assists or defends the AI systems. Each of these strategies 

addresses a specific type or a range of adversarial attacks against the AI 

systems. According to [96], methodologies based on modifying data 
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include adversarial training, gradient hiding, blocking the transferability, 

data compression, and data regularization. In this regard, modifying the 

models encompass regularization, defense distillation, feature squeezing, 

Deep Contractive Network (DCN), mask defense, and Parseval network. 

And lastly, methodologies using auxiliary tools include MagNet, high-level 

representation guided denoiser (HGD), and Defence-GAN. As an example, 

gradient hiding is introduced as a type of defense mechanism which is 

effective against gradient-based attacks. However, MagNet is an auxiliary 

tool, that operates as a detector for the main AI system, which can be 

utilized as an active defense against any adversarial intrusion. This implies 

that the developer and any potential standard provider must decide which 

strategy is best suited, based on the application area of an AI system. 

Based on this paper, we can also conclude that most of the methodologies 

proposed against the adversarial examples can be categorized into passive 

or active methods. They can also be regarded as attack specific or as attack 

agnostics. 

In this report, one of the primary objectives is to address the cyber-threat 

besides the discriminative issues regarding the AI systems. Through-out 

this report, we try to present the adversarial threat and their solution in 

an organized manner so that collectively along with the other measures 

they can reflect a safe and unbias AI system. In light of this approach, 

Table.5 displays the existing strategies in regard to cyber-threats in the 

literature, which are categorized by [96]: 

Defense strategies against adversarial examples [96] 

General types methodology 

Modifying Data Adversarial Training 
Data Compression 
Gradient Hiding 
Blocking the Transferability 
Data Compression 
Data Randomization 

Modifying Mod- 
els 

Regularization 

Defensive distillation 
Feature Squeezing 
Deep Contractive Network (DCN) 
Mask Defence 
Parseval Networks 
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Using Auxiliary 
Tools 

Defense-GAN 

MagNet 
High-level Representation Guided 

Denoiser (HGD) 

Table 5: Defense strategies against adversarial examples by [96] 

Here, we argue that besides the knowledge of possible adversarial 

examples, it is crucial for an AI developer to be aware of the defense 

strategies against such attacks. Basically, we argue that developers must 

recognize the holes in their AI system as well as preventive measures 

against such vulnerabilities. 

Until now we present an introductory the explainable AI methods, Table.2 

presents an overview of available techniques for the development of an AI 

without bias [29]. These techniques overall, present a simplified 

explanation that can be interpreted by the human user. We also discussed 

adversarial examples and the available defense mechanism against them 

in the AI systems. One of the widely discussed defense methodology is the 

adversarial AI. But, how can we be sure that an explainable AI or an AI 

system does not have any loophole? Reverse explanatory techniques that 

are developed for the AI system can address this problem. They are called 

as adversarial machine learning [10]. 

 2.4.4 From Adversarial AI to Explainable AI 

In this category, the designed adversarial attack by the defender attacks 

the AI interface through its vulnerabilities e.g. where the data is not 

available. This technique first finds adversarial samples that are within the 

valid entries of input space, such that it maximizes the impact of the attack 

on the system. When the interface misclassifies the attack as a normal 

event, the adversarial machine learning tries to find the reasoning behind 

it [100]. 

Based on numerous works that are presented in Table.2, the explainable 

AI is suggested as a defense mechanism against the adversary attacks. 

However, in [100], the idea is expanded and approaches the possibility of 

an adversarial attack against the explainable AI. They utilized linear and 

multilayer perceptron for explaining the adversarial data against the 

explainable AI. 
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An illustrative example of adversarial data can be found in [101], where an 

adversarial data misleads a VQA (Visual Question and Answering system). 

Here, the VQA system incorrectly recognizes a traffic light red, while it was 

green. Another example can be found in [102], where the attack 

detectability is investigated for the particular case of Face Morphing 

attacks. Face morphing attack manipulates the result of the face 

recognition systems to be the face multiple identities, which criminal 

individuals use in instances such as border crossing. In this regard, a 

practical study conducted by [103], that demonstrates how wearing an 

adversarial purpose designed glass can help the criminal evade the face 

recognition system. 

In [10], similarly to [100], the problem of adversarial AI is discussed. Here, 

this problem is elaborated in the context of repeated games for the 

Bayesian classifier in the framework of the AI system. Consider a situation 

where an adversarial methodology is developed that would find the data 

for which the optimal attacks on the original classifier is possible, the 

outcome is an improved classifier. A repeated game is when the optimal 

strategy for finding the adversarial samples, changes indefinitely by taking 

into account that the adversary has the knowledge of the updated 

classifier. Aside from the repeated game, this paper introduces different 

challenges that must be considered to become a step closer to an AI 

system that is self-aware of its own vulnerabilities. Sub-optimal strategies, 

generalization to the other classifiers, multiple adversaries, incomplete 

information, and false attack are the important topic of investigation that 

are mentioned in this paper. 

Sub-optimal strategies become necessary when the desired optimal 

strategy has a high computational cost. Incomplete information considers 

a situation where adversaries and classifiers do not possess the perfect 

knowledge of each other. Multiple adversaries refer to situations where 

the AI-system is under attack from numerous sources e.g multiple 

spammers. Lastly, the false attack means that the goal of the adversary is 

to find healthy data that the AI-system would classify as an attack. 

Here, we discussed the adversarial AI, and we emphasize that it should be 

considered as a necessary element in designing an AI system by the developers. 

This methodology helps to boost the security of the AI system. In addition, it is 

also important for developers to become familiar with adversarial examples and 

other defense strategies against them. In the next two sections, we will briefly 
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describe these pieces of security in dealing with AI systems that can help us 

protect the stakeholders’ interests. 

2.4.5 Discussions Regarding the Detectability 

In the following, some of the studies that consider the notion of detectability for 

the AI systems are addressed. In [104] the authors try to explain the adversarial 

attacks (also referred to as adversarial examples). An important conclusion of 

this paper is that the over simplicity brings vulnerability. They raise the question 

about a phenomenon that "why multiple classifiers, misclassify a data in the 

same way?". In another word, why would different nonlinear classifiers, treat an 

adversarial example in the same way. They elaborate that this phenomenon 

occurs because they belong in a precise location of the output space. They 

hypothesize that adversarial examples are the result of models being too linear 

instead of nonlinear. They explain this by suggesting that the weight update of 

most classifiers follows the same reasoning. As a result, most of the trained 

classifiers by the neural networks will produce similar weights. They argue that 

linear classifiers are more vulnerable than nonlinear classifiers. However, a 

trade-off would emerge as [29] addresses that the linear classifiers are better 

explainable. Although they refer to a study done on the property of neural 

networks, one should be cautious to generalize that most classifiers output is the 

same for adversarial data. However, this topic is very interesting to investigate, 

and actually, it may be able to enhance the security of AI systems. Moreover, 

more studies should be developed to test specific adversarial examples against 

different AI systems to study their interaction in a better, organized framework. 

In [105] another important issue is addressed that would bring the light into 

the detectability of attack. This paper aims to find the relation between the 

detectability and the strength of an attack. The paper argues that the boundary 

set on the input data plays an important role in the detectability. They say that if 

the boundary of acceptable data by explainable AI is high then it would be easier 

to detect the attack as the outcome of a not well-designed attack would be an 

unrealistic output and an interpretable AI can detect it. However, what they are 

arguing would not limit an attacker that has knowledge about the input of the 

system and actually, the attacker will be provided with a larger space of possible 

attacks. To overcome the aforementioned problem, they propose an outlier 

detection strategy to remove the bad data from the trained AI. Here, this is 

accomplished with the help of a distance threshold that measures the distance 

of incoming data from its nearest data point. They provide simple reasoning that 

a causative attack will not be possible if the causative data is removed. 
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2.4.6 Security Certification Methods for an AI System 

In this report, we aim to review studies conducted on the measures for the 

security of the AI system. Until now we could not find any universal measures on 

security, but some elaboration of the concept can be found by going through the 

literature. In [106] a study on the security of AI systems against adversarial attack 

is provided. They discuss the notion of adversarial robustness for the AI system. 

The idea here is that: "how can an AI system be trained, so that it is robust to 

adversarial data". They developed a measure for quantifying the security of the 

AI system against adversarial attacks, through a min-max optimization problem. 

They claim that this notion although non-convex or non-concave is tractable. 

However, the contribution seems to only cover one type of bounded attack and 

it does not provide a universally acceptable index. 

The vulnerability of the AI system to adversarial examples opens up the 

discussion about the robustness of these systems to such attacks. In the 

mentioned study on the security of the AI system, the notion of adversarial 

robustness is defined for one type of first-order gradient-based attack, and with 

[107] we try to explore further into this topic. 

In [107], they presented a criterion referred to as AI2, which can certify the 

robustness and safety of an AI system with abstract interpretation. The ability of 

this method is tested against feedforward and convolutional networks. First, we 

have to become familiar with the language used here for defining the adversarial 

robustness. In this paper, the properties of a tool that can verify the robustness 

of an AI system are precision and scalability. It means that this tool must be able 

to analyze the output of an AI system over large sets of data while providing an 

acceptable precision. As an example, consider a picture referred to as C, they 

want to demonstrate if we filter this image with a specific intensity located in a 

specified region, are we still able to identify that image as its class, in another 

word, what is the region of perturbation for the examined class for which the AI 

system can handle the variation, and identify the accurate class. The concept that 

they use for this purpose is referred to as abstract interpretation. Here, abstract 

Interpretation is defined as "Theory that gives a finite approximation of 

potentially infinite sets of behavior". It provides the ability to analyse the neural 

network over an abstract domain. This means we can over-approximate the 

results of a neural network over shapes such as zonotope. In this regard, DeepZ 

[11] is another tool that uses abstract interpretation for certifying neural 

networks. Such methodologies will provide the developers with a tool that can 

certify the response of their output to adversarial examples, which can be 

considered as another aspect to the standards in designing an ethical AI. 
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In the next section, we try to argue about the critical elements that are 

discussed here as part of a certification process that can be considered for the AI 

systems. 

2.5 Technical Certification of an AI System 

Transparency of methodology and using methodologies such as explainable AI, 

security certification, and adversarial AI means that we should not be focusing 

on setting the standard based on the trust but scalable criteria. There has to be 

an assessable mechanism that can define this trust. The proposed argument of 

the [20] for parallel and dynamic monitoring, while interesting does not answer 

the legal trouble that may occur due to the unexplainable nature of the AI 

systems. For example, if an AI system damages its client’s interests, the proposed 

observer of this paper will not provide a sensible assessment that will help to 

settle legal cases as it operates solely based on a threshold checking. 

Here as introduced in section 3, we argue that such monitoring may be 

established through the utilization of an explainable AI system. If an AI system is 

unable to explain its decision regarding a particular output, in a human-

understandable way, it should be considered as one of the red flags that can be 

caused by the lack of proper training or a cyber attack. Therefore, we argue that 

an observer / AI system based on adversarial training and explainable AI should 

complement each other and provide unified reasoning that would help indicate 

attacks, as well as explain the resulting decision of an AI system. 

In the following, Table.6 is presented, which demonstrates this report’s views 

of the methodologies presented in the literature, and what impact they can have 

on resolving the legal, as well as the cyber-security issues, which are/ and, will be 

present by the growing integration of artificial intelligence. For example, in this 

table, adversarial AI methods are mentioned, which usually enhance the security 

of the AI system to cyber-attacks in a passive manner. On the other hand, active 

monitoring methods evaluate each resulting decision of the AI system and can 

determine whether the AI system is under attack. If combined active monitoring 

based on the explainable AI and Adversarial AI are established, in such a way that 

the outputs of an AI system are consist of an explainable result, the resulting 

decision, and a decision provided by the monitoring system, these decisions can 

be found crucial, in settling legal issues as well as improving the cybersecurity of 

AI systems.  
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Transparency of the methodology 

Methods Passive/Activ

e 
Improves 

AI 
Securit
y 

Transparen

cy of 

decision 

 Improves 

the AI 

Method 

Evaluate

s the AI 

security 

Interpretable/Explaina

ble AI 
    Passive X X   

Adversarial AI Passive/Activ

e 
 X  X  

Security certification 

methods 
Passive    X 

Parallel and 

dynamic 

monitoring based 

on Adversarial AI 

Active X   X 

Monitoring based 

on explainable AI 
Active X X  X 

A combined exAI 

and adversarial AI 

technique 

Active X X  X 

Table 6: Categorization of methodologies that can be used for improving 

transparency and decreasing bias in the AI system. 

Furthermore, besides the ethical regulations and pre-implementation of 

preventive measures such as data selection, outlier detection, in-house 

development, and in general, privacy, security, and ethical considerations, which 

encompass the development stage of the AI systems, the presented technical 

criteria in Table.6, to some extent, can be offered to the willing AI developers. 

Furthermore, based on experts’ opinions and detailed evaluation of their 

compliance and commitment to the determined level of security, their product 

can be certified. Hopefully, this viewpoint will bring the trust of the public for the 

AI system and gradually encourage more developers to improve the quality of 

their product. This report recommends that the result of this criterion or similar 

considerations is a measure that is scalable and is not solely based on the mutual 

trust between the policymakers and the developers, which will allow us to tackle 

cyber-threat as well as transparency issues related to the AI systems. 
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2.6 AI inspector 

One of the major problems in AI is the lack of specialized inspectors that can 

certify the safety and transparency of an AI system. Currently, many AI institutes 

such as Mila are offering courses that generally familiarize students with 

problems such as bias and the interpretability of AI systems. However, the main 

problem here is that in such institutes, there are very few courses that are solely 

dedicated to recognizing ethical or technical biases in AI, and even fewer that are 

application centric. 

Since AI applications are embedded in almost every domain, we need 

specialized investigators that are capable of certificating the safety of an AI 

system with a view that is a combination of data mining and expert knowledge 

about the potential ethical/ technical biases. In the last few years, training 

multidisciplinary students in a centralized AI institute is one of the strategies that 

Quebec and the AI community are promoting [108]. 

In AI institutes such as Mila, a student will receive an education that helps 

him to learn about the potential biases of the AI systems in a data mining 

perspective or some general concepts on the idea of ethical problems in the AI 

systems. Basically, they learn why an AI system should be interpretable, but not 

specifically what are the biases in the different AI platform combined with the 

internet of thing. The training that these students are receiving is not directly an 

answer to the biases with consideration of a specific application. Therefore, the 

view is broad rather than focused, while the industry may need a moderate 

combination of both. 

The output of these institutes will be students that can design an AI system 

for a certain AI platform but not necessarily how to inspect its biases because 

they are biased to design by considering the potential biases and are not trained 

for the sole purpose of criticism. 

Credible organizations such as Gartner also weight in importance of AI 

inspectors: “Promote people skills. Fill or hire people in key AI roles related to AI 

ethics, governance, and policy. Look for privacy/brand remediation and AI 

behavior forensic specialists who can explain models and perform investigations 

when AI fails to reduce risk [109].” 

Gartner also predicts: "By 2023, over 75% of large organizations will hire AI 

behavior forensic, privacy and customer trust specialists to reduce brand and 

reputation risk [109]." 

Achieving reliable AI has been one of the goals of the Quebec government 

and this regard there has been major investment in developing the AI ecosystem 

of Quebec as well as Canada [108]. In this regard, Quebec’s AI established a 

steering committee through the University of Montreal in order to promote 
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mathematical literacy and responsible AI among AI pupils and deliver specialized 

AI trainees to the industry [1]. However, responsible AI has received less 

attention since its formula may seem more dubious. 

Companies such as Microsoft, Google, Samsung, IBM, and Quantum black are 

establishing partnerships or integrating themselves within universities to 

promote a future for responsible AI and the advancement of AI-based 

technologies. 

In this regard, HumanIA in UQAM is a research-based laboratory that is 

focused on ethical and legal issues related to AI systems. While considering 

multidisciplinary issues in their defined objectives, not enough attention has 

been given to finding biases with regards to domain-centric AI. Considering 

quality assurance of the AI systems by the AI developers is already being 

practiced in AI laboratories and institutes such as MIT-IBM Watson AI lab, Mila 

institute, Gerad institute, and HumanIA. However, the main focus in these 

institutes is on the training responsible developers, not an AI ethical/technical 

inspector. 

Training AI inspectors will make us ready for the upcoming changes in AI 

technology, prepare us for stable governance of these systems, and accelerates 

the process of integrating AI systems in more aspects of the technology. 

These potential inspectors should possess specific characteristics that is 

mentioned in the following: 

• A trained inspector must have strong mathematical literacy to be able to 

recognize the deficiencies and common biases specific to an AI algorithm. 

• These trainees must be of a multi-disciplinary nature that is specialized in 

a few essential ground models that recognizes different types of biases of 

AI models. Should be able to perform adversarial test, robustness test, and 

security test by purely mathematical and data mining knowledge [11, 100]. 

• A trained person should be able to introduce adversarial input that can 

result in misclassification by the AI systems [100]. They should be able to 

introduce these inputs through the available algorithm by purely data-

mining knowledge, as well as experience-based input generated by the 

pre-defined simulators, or based on their knowledge about the 

application. 

• They should be able to recognize what are the elements that are missing 

from the input/output of an AI system that can cause a legal, 

discriminatorily, or ethical gap [110]. 
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• They should also be trained specifically with regards to a certain 

application to be able to challenge/question the types of defined 

input/output, and demand adding the neglected input/output by the 

developer. 

• A trained inspector should be aware of the IoT connected privacy, 

transparency, and security problems concerning the specific application of 

the AI system. Since every AI system can include the different realm of 

science such as biology, engineering, and medicine, we suggest the 

inspectors can be more valuable if they are domain-specific. 

Furthermore, inspectors can be categorized into two groups: 

1. First group can become part of the AI company, help with identifying data 

breaches, unintended use of the AI system, or uncover undesirable bias in 

the system [109]. 

2. The Second group are certifiers that are not affiliated with the investigated 

AI company. They can perform model behavior forensic [109] or identify 

ethical problems associated with the AI system. 

The tools that investigators utilize can be categorized into pre-built machine 

learning investigators [109] and expert-defined analysis. 

For example, an AI system that does not consider a certain input/ output in a 

specific application can be vulnerable to potential lawsuits or malfunction. Here, 

an inspector with enough knowledge of the application identifies and expresses 

the problem to the developers or the relevant authorities. 

2.7 Who is Accountable? 

Here we argue that issues with accountability may be resolved through what is 

proposed as ethical by design AI in the Fig.2. In section 2, a set of ethical 

constraints regarding the explainable AI are provided. These constraints can be 

handed to the AI developers, which they can use as their reference for dealing 

with their clients, how they pre-process, or how they select a representative and 

non-discriminative set of data. In section 3, transparency of methodology is 

argued as the second important factor in achieving the ethical by design AI. These 

transparencies can be ensured to some degree by understanding the nature of 

attacks, employing an explainable technique and adversarial AI (as an observer), 

utilizing defensive methodologies such as adversarial training for improving the 

AI system, and carrying out security certification tests on the AI systems. 

However, one cannot expect that an AI developer possesses all of this 

knowledge. Here we argue that these constraints and requirements must be 
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worked through with the willing developers as part of a certification process that 

allows them to understand the standards through the guidelines provided to 

them. These certifications will be given to them after carefully testing their 

respective AI system by AI inspectors with the best tools available. 

This will determine what level of safety they bring/ what level of threat they 

pose to the public. Therefore first, it is the clients who decide whether they are 

willing to use a tool with a certain level of standards or not. If an AI developer 

refuses to provide any level of standard for its product, they also have to face the 

negative consequences, in a situation where their system has created a threat/ 

harm toward the citizens. And lastly, those who follow the standards will be 

protected by the standard providers, and here the policymakers will be 

accountable and must work through to provide modifications for the constraints 

that will lead to an improved, robust, and reliable AI. 

2.8 AI, Contestability, and Legal Argument 

One of the main problems regarding AI technologies is the lack of preparation in 

the legal systems to deal with the AI-related legal arguments. There have been 

many cases where an AI system breached the privacy of the people. These cases 

resulted in the argument to be brought upon the court of law, where the AI 

system affected a career [16], privacy [111], or even a person’s freedom [15]. 

People, organizations, or government harmed from a potential AI sensory 

device or an AI algorithm used by media platforms such as Facebook or Amazon 

have to utilize the legal route that is not necessarily prepared to evaluate the 

AIrelated cases. The missing aspects of legal route can be considered in terms of 

lack of evidence areas such as training, data selection, and decision making of AI 

systems. Lack of evidence and lack of investigators to address the concern over 

these criteria are amongst the main problems that we address in this note. 

Contestability is introduced as one of the core principles of AI systems in 

numerous AI ethics framework studies [112]. It is recommended that we need a 

specialized legal platform dedicated to AI systems, such that people can legally 

challenge the abuse or harm caused by these technologies [8]. What can we do 

to bring more transparency to AI systems? How can we update the legal systems 

to be able to deal with issues that arise after the controversial decisions that are 

made by an AI system? What is considered as evidence? 

In [113], some of the characteristics of an AI legal framework is presented as 

the following : 

• Presenting proof of the malfunction of the AI systems. 

• Contesting and correcting an error. 
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• Human understandable explanation. 

• How much the decision made by the AI system affects the person who is 

contesting that decision. 

• Explaining the decisions should extend to private AI decision-makers. 

Here we want to elaborate the ways that evidence can be presented and 

offered for the legal procedures: 

• An application that can have a non-negligible effect on an individual, 

civilians, organization, or government should be able to provide a 

document that includes every controversial decision plus an added 

explanation for that decision. 

• One way to generate this explanation is through the explainable AI 

methodologies. 

• Explainable AI methodologies are a class of tools for which a supervisory 

algorithm oversees the decisions of an AI system. It provides explanatory 

reasoning regarding the decisions made through the inner layers of an AI 

algorithm (known as black-box) through methods such as decision trees 

[29]. 

But how the transparency based technology will effect the future of AI Justice 

system and legal accountability: 

• We should be able to answer the problems such as unintended use of AI 

system for criminal activity. Demand accountability from AI systems that 

knowingly shares sensitive information with third parties. 

• We should also be able to demand accountability from AI technologies that 
can potentially cause a high level of health and safety risk for citizens, such 
as AI in medical applications [114] or AI in autonomous systems. 

• AI-based emerging technologies will bring challenging lawsuits and may 

impact non-AI related trials in courts. 

• We need a system with specific attention regarding AI-based technologies 

that do not take space, interrupts, jeopardize, and collide with the legal 

process of the other existing lawsuits. 

• Education: we may need Juris doctorates, that besides the law are also 

familiarized with the bias in AI systems. 
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• We also recommend establishing new laws that address the violation of 

ethics on the emerging technologies. 

• AI developers should be able to provide evidence for their argument 

regarding the logic of their system in a humanly understandable form. 

However, analyzing this evidence needs specialized trained investigators. 

• Investigators of the AI systems not only can follow the presented argument 

by the developers but also can identify what type of information could 

have been included in the reasoning that was neglected by them. 

• We need investigators who can analyze the evidence and allegation 

brought upon the court, identify the deficiencies, and present them to the 

person appointed that would pass a judgment on the case. 

 

Figure 3: Necessary Elements in Regulation of AI systems 

3 Ethical AI: Improvement of IoT and Emerging 

Technologies 

3.1 Edge Cloud 

In the previous sections, the characteristic of an ethical AI is investigated. 

However, an aspect of this issue is to approach it with more emphasis on cloud 

computing. In this regard, with the growing importance of processing time, lag, 



 

42 

cybersecurity, and the depending on the importance of the tasks, soon we will 

witness the prevalence of the edge-cloud technology [115]. 

Currently, a few companies such as Google and Amazon manage the major 

data centers for today’s information distribution, which means due to the 

centralized nature of the information distribution, the data travels through many 

routers. With the exponential growth of AI systems, and push for the prevalence 

of smart technologies such as autonomous cars [116], these companies may not 

be able to efficiently fulfill their tasks, and issues such as lag in information 

transfer may impede technologies that need high-speed delivery of information. 

Therefore, industry and academia are pushing toward edge cloud systems, which 

are distributed data centers that make the processing and computing closer to 

the smart devices, which also include mobile processing nodes such as 

autonomous cars as fog nodes [116]. Therefore, every smart technology that 

uses an AI-based system will also be affected by this change. 

Furthermore, edge cloud is a combination of technologies such as NFV 

(Network Function Virtualization), SDN (Software Defined Networking), and IoT 

(Internet of Things), which means security issues for these technologies still 

exists in the edge cloud and can affect privacy, security, fairness, and ethical 

challenges that we face for the AI systems [117]. Besides, due to more experience 

and a better security system, a centralized cloud owned by google might not 

suffer from the same issues that a local edge computing node will suffer. Also, 

edge clouds are more prone to physical attacks [117]. 

3.2 Policy issues regarding edge computing and how can we resolve 

them? 

Edge computing that is also referred to as fog computing is regarded as a 

complement for the current cloud computing. The prevalence of distributed data 

centers means processing will be closer to the end-user. Here, we aim to 

investigate the risk and challenges related to this development and study its 

effect on values such as privacy, trust with regards to AI systems? We also want 

to investigate how centralized information distribution can be a threat to the AI 

systems, and how can we elevate this threat? 

Here, the issue is that when we look at the AI policies merged with IoT, most 

of the current work is considering the centralized data centers, while a futuristic 

vision should consider the role of small businesses that will be potentially in 

charge of the distributed data centers [117]. To address privacy, security, and 

accountability in AI with edge computing, we might invest in policies that are 

suitable for the new era [117]. 
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Another aspect of edge computing is authentication-based performance 

[117]. For example, a user allows an AI system to process its information, what 

fog nodes this AI system chooses to process the users’ info? Should the user be 

informed about this? To what extent? What is the security level of these fog 

nodes? 

For resolving issues with trust, one possibility is reputation-based trust 

models [117, 118]. When a user is utilizing an AI system, he or she must be 

informed of what type of cloud servers are used for processing the information, 

and the level of security standards of the distributed data centers should be 

transparent to the public. For example, an autonomous car company that is 

utilizing an AI technology should be encouraged to obtain at least a grade-based 

security certification from trustable industry-standard providers, which ensures 

the customers that their utilized data servers are robust against attacks such as 

a jamming attack, the man in the middle attack, and insider attacks [115, 117]. 

There are also issues related to fairness, privacy, and ethics. For instance, we 

should make sure that the server allocation of a company in terms of price, 

security, and data gathering is fair with regards to different regions. As an 

example, in [116], fairness feature for the fog based vehicular crowdsensing is 

mentioned, which means we assure the customer receives security assurance, 

fair prices, and privacy preservation, in a situation where their vehicle is being 

utilized as fog nodes. 

We have to also pay attention to issues regarding transparency: information 

that is stored by these data servers should be transparent to the user. In this 

regard, issues such as location privacy, and data privacy are of great importance 

[117]. 

In general, neither fog nodes nor service providers should be fully trusted 

[118]. Therefore, we have to look into existing practices such as reputation-based 

models in trust models to see how small business can take part in the future of 

the cloud computing and how can we do this task efficiently. 

In the following, a more detailed aspect of privacy, security, and fairness 

issues regarding edge computing is provided. Therefore, first we categorize the 

issues that this network upgrade presents, then we move on to explain how 

these issues will extend to AI systems. 

3.2.1 Location Privacy 

Based on [117], in edge computing, we must ensure the location privacy of the 

fog clients. Meaning a fog client such as an autonomous car transfers its tasks to 

the nearest fog nodes, and if this client uses multiple fog nodes for processing its 

information, it will lead to the disclosure of its estimated location and trajectory 
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[117]. This paper suggests the best way to resolve this issue is the "identity 

obfuscation", which means the fog node will not be able to identify the nearby 

client, as each time it will be assigned with a different fake ID [119]. 

Furthermore, choosing a fog node depends on criteria such as [117]: 

(i) Reputation 

(ii) Latency 

(iii) Load Balance 

(iv) Criticality of the task 

3.2.2 Usage Privacy 

In [117], they argue that usage privacy is another important issue directed at 

edge clouds. A fog node can collect the statics of the end-user, and this data 

might reveal their identity, the schedule of the designated task, etc. This issue 

has also been a focus in applications such as smart grids, where a smart meter 

might reveal when a client is/isn’t home. In this paper, they suggest using dummy 

tasks for an offline client in order to deceive the adversaries, which can also be 

an issue of increased payment and waste of resources and energy [117]. 

3.2.3 Data Privacy 

Privacy-preserving at the local nodes without performing decryption is one of the 

suggested methods in [117] to ensure the privacy and protection of the users’ 

data. 

3.2.4 Access Control 

Reliable access control to ensure the privacy and security of the user with usually 

cryptography methods. 

3.2.5 Intrusion Detection 

Just like the centralized clouds already in use by companies such as Google and 

Amazon, fog nodes should employ robust intrusion detection systems to 

minimize the chances of successful cyber-attacks, such as DoS attacks, port 

scanning, insider attacks, and distributed attacks [117]. 
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3.2.6 Secure Data Computation 

How to preserve the computation performed at the fog nodes? 

• Verifiable computing: In [117], they mention that external parallel 
computing performed at untrusted nodes must be verifiable [120]. Their 
solution is that if they utilized a function and formula at the node 
destination, this node must provide a log that explains why the computation 
is right. 

However, this put an extra diagnostic cost on the main fog node. What 

happens when the performed computation is a complex black box model? 

Wouldn’t the verification have more computational, security, and privacy 

cost itself than performing the computation at the main edge node? 

• Data Search: sensitive data belong to the client must be protected, issues 

such as what is defined as private data might also apply here. That is why 

controlled searching, and effective data utilization are suggested in studies 

such as [121]. 

3.2.7 Network Security 

Due to the use of wireless communication for fog nodes, network security is an 

important aspect of the operation, especially concerning small businesses. 

Adversaries can use attacks such as a jamming attack, and man in the middle 

attack to disrupt, cause financial, mental, image related, or physical damage to 

the clients working with fog nodes. 

There are many methodologies that are already developed and being 

developed such that they can help companies with network monitoring. 

Methods of traffic isolation and prioritization are one of the solutions for 

network monitoring, that are mentioned in [117, 122]. 

3.2.8 Trust and Authentication 

Similar to prominent companies such as Google that sell the users’ data to third 

parties, fog nodes can belong to different companies that possess different 

agendas. Therefore, clients need to be able to trust the fog nodes that he/ she 

authorizes to access their data. 

Another issue is the fog node chosen by the client might use distributed 

processing with non-secure nodes, to perform a specific job. Therefore, what 

existing methodologies can we use, and what are alternative solutions that exist 

to resolve this problem [117, 123]? 
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3.2.9 Data Storage 

A client must be aware of data that is stored about them at fog nodes. They 

should be able to inquire whether their data is being sold to third parties or not. 

[117], mentions combined homomorphic and searchable encryption as a way 

to protect the users’ data in the fog nodes. 

3.3 How Fog computing affects the AI systems? 

Fog computing is the enabler of cloud and edge computing (A term sometimes 

used interchangeably for fog computing [124]). It is the distributed processing 

ability provided by local data centers close to the edge device, that will form the 

next generation distributed local cloud computation services. 

Transparency, ethics, and fairness issues of AI systems with regards to IoT are 

entangled with thousands of cloud servers that are operated by big companies 

such as Google and Amazon. However, with the prevalence of Edge-Cloud 

computing, the number of cloud servers will be increased to millions. Here, we 

try to approach how would these issues will translate to the new era of 

computation technology. 

Ethics, privacy, security, and fairness are said to be the characteristics of an 

ethical by design AI [7]. Ethical AI is an AI system that is transparent, secure, and 

self-explanatory, such that it can aid with the legal problems that result from a 

decision made by an AI system. However, how can we monitor and promote 

ethical and transparent AI in the light of new challenges such as fog computing? 

Where cloud servers and IoT multiply and becomes distributed, the potential 

for a more powerful AI system increases. Therefore, with capabilities offered by 

fog computing, training capacities, speed, and processing ability of the AI systems 

also increases. 

A recent demonstration of the integration of 5G and edge cloud showed how 

machine learning models on autonomous drones, can be used to recognize 

humans. This matter strives toward a future where machines and humans can 

work safely together. 

In [125], a few examples of the integration of AI and edge computing are 

mentioned that are presented in the following: 

• Retail: Fog computing can further help personalized recommender 

systems. It is suggested to use video image and sensor data to further 

improve the recommendations that a person receives on his mobile phone 

about the products of his local neighborhood shop. 
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• Healthcare: Using edge-cloud for performing basic triage while 

communicating with the hospital through ambulance, already practiced in 

countries like China. 

• Mining and resources: Fog computing will result in faster data analytics 

that can further improve our experience with autonomous vehicles, 

elevates safety, and improves applications that are able to detect and 

notify about the dangerous incidents. 

These examples that are provided by an Australian company named Optus 

Business, they also suggest that edge-cloud technology may be available until 

2021 [125]. Therefore, this new technology with unexplored potential should be 

regulated beforehand to minimize undesirables’ outcomes. 

Integration of 5G and edge cloud can be valuable in a situation where a 

stakeholder must make immediate decisions based on the data being processed 

[126]. In [126], a solution to respond to health crises of the COVID-19 pandemic 

is provided. This study provides a framework based on the integration of 5G and 

edge computing, which enables mass surveillance to monitor social distancing, 

control mask-wearing, and reading body temperature of people. 

Such experiments can cause a problem in terms of ethics, invasion of privacy, 

and also can be used by adversaries to target individuals for their malicious 

purposes. How can we become proactive, to avoid any privacy and security 

issues? 

The integration of AI and edge-cloud processing will massively enhance facial 

recognition technology and may be able to increase public health security [126, 

127]. It may also result in an increased invasion of privacy by these systems. It 

enhances deep learning in such a way that it has access to faster and more broad 

data for its training. Therefore, the AI system itself becomes more enhanced, 

while the problem with the explainability of these AI systems still exist [9]. In 

facial recognition case, [128] describes three issues as the main problem facing 

the edge cloud systems: 

• Data integrity: preventing data tampering by malicious adversaries. 

• Maintaining confidentiality of stored and transmitted data: for this 

purpose, this study suggests the use of encryption techniques. However, 

having encrypted data is not reliable insurance for protecting the 

confidentiality of data. Besides, encryptions are ranged from weak to 

military-grade [129]. Therefore, this is a matter of cost versus privacy 

perseverance. 
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• Identity forgery: Monitoring and protecting against identity forgery is 

recommended. In identity forgery, attackers disguise as the authorized 

users. Therefore, user verification should a vital aspect of any edge-cloud 

network. 

Problems with adversaries still exist: where they may be able to access the 

wireless communication between fog node and edge device. For example, an 

adversary accessing an edge-based facial recognition system would be a great 

threat to the privacy and security of the citizens, since it may be able to track 

individuals. There should be regulation that limits and monitors authorization of 

the utilization of AI technologies by the companies. For example, the combined 

edge cloud and surveillance system may be able to provide the ability for a 

company to constantly monitor people in a neighborhood. Therefore, the 

purpose of access to an AI system to fog nodes should be transparent. 

Access to edge-based servers with certain AI systems, must be limited to 

trusted companies that go through an evaluation process. Otherwise, with the 

installation of some security cameras and a facial recognition system, any 

company may be able to establish its own surveillance system. 

An evaluation process should consist of security checks, purpose 

identification, relevancy, security, and necessity: 

• Security checks: if a company wants to access the edge-cloud, for tasks 

related to applications such as autonomous vehicles, UAVs, or facial 

recognition systems, their owner should be verifiable. Meaning, we want 

to make sure to avoid foreign adversaries using Canadian technology and 

use it against itself. 

• Purpose: unless it is a matter of national security or public health security, 

AI systems such as mass surveillance may not be justifiable. 

• Relevancy: facial recognition system should not be the number one 

primary technology of a retail company. 

• Necessity: If it is not a necessary requirement for a company’s AI system 

to access edge-cloud servers then the security risk might overtake 

usefulness. 

• Security: evaluating AI systems capability to handle adversaries such as 

man in the middle attack, insider attack, and distributed attacks. 
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Collaborating companies that are involved with a user that utilizes an AI such 

facial recognition system using the edge-cloud technology must also be 

transparent. 

3.4 Fairness and Privacy Dilemma in Personalized AI Sensory Systems 

with regards to 5G and Edge computing 

AI sensory systems are a type of AI that utilizes a image, sound, or other sensors 
to collect information from an environment and based on that will result in a 
decision output. 

Personalized AI sensory systems such as face recognition or voice recognition 

systems, when merged with IoT, can be used to form a powerful computation 

device, and with the development of technologies such as edge cloud, 5G, or 

combination of 5G and edge-cloud, networks can receive a boost that will help 

the better performance of such systems. Through this development, there may 

be an added efficiency in AI sensory systems since they can process more data in 

the same or less amount of time. 

AI sensory systems, especially those that perform as face recognition or/and 

voice recognition have raised great privacy, fairness, and security concerns [130]. 

Recently countries such as France are using face recognition systems to control 

masks wearing in the rise of COVID-19 [131]. However, they claim that they are 

not storing private information [131]. 

Face recognition or voice recognition systems, with the help of machine 

learning, can also be trained to learn about the objects, humans, and the real-

world. These technologies can be utilized to assist people with disabilities. People 

with disabilities can use these devices as it improves their livelihood through 

recognizing voices such as their relatives, friends, or employers. 

However, they introduce individual and societal privacy and fairness 

concerns that need to be addressed [130]. These systems while beneficial for 

people with disabilities, for training and processing, need to collect data through 

cameras, microphones, and etc. Here, the level of transparency, security, 

fairness, and explainability will determine the level of trust and confidence that 

can answer to the concerns regarding the prevalence of such devices. 

People with disabilities have the right to equality, which means if possible, 

they should at least have a near experience in life, similar to other people. It may 

seem only ethical for them to be provided with a certain level of amenity through 

possible technologies such as AI sensory devices. It is not fair to a person who is 

deaf or blind to be denied the benefit of AI sensory devices. Through these 

devices, they will able to regain simple advantages such as easily understanding 

knocks on doors or being informed when a familiar face is close to them [130]. 
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For example, the concept of a smartwatch for the visually impaired person is 

discussed in [132], where these individuals can attend a meeting that requires 

silence, and at the same time, they would be able to recognize the speaker and 

the people present in that meeting without disrupting the meeting. In [132], their 

prototype does not use the internet for boosting search results. 

However, these amenities are almost useless for a human that is not blind or 

deaf. Besides, non-disabled people might feel uncomfortable knowing a camera 

is watching them or a device is recording and processing their voice [132]. 

Therefore, there exist important questions about individual and societal 

responsibilities[130]. For example, a user, while benefiting from a face 

recognition system, might be wary of inadvertently sharing personalized 

sensitive information. 

How can individual privacy of those in close contact with such systems be 

preserved? If they are employed for personal use, how advanced these AI 

systems should be? In a facial/voice recognition case, do we want them to 

recognize every face/voice of a celebrity, online friends, or strangers [130]? What 

information should the result of their decision making provide, and what are the 

input data in such devices? As a Face recognition system may also read sensitive 

data such as credit cards. What if a person with a disability has surveillance and 

malicious motivation when using AI sensory systems[132]? How can we avoid 

biases, especially toward already marginalized groups [132, 133]? 

3.5 Possible Solution to Privacy and Fairness Issues Regarding 

Personalized AI Sensory Systems 

Based on the what we have approached so far about data privacy, explainable 

AI, and IoT privacy issues regarding the edge system in combination with AI 

systems, we recommend the following practices for dealing with privacy and 

fairness for Personalized AI sensory systems, although some of the 

recommendation might be extendable to Non-Personalized AI: 

• Fairness in data training, we should be able to determine who decides the 

inputs and how are they chosen, and what label would the data will be 

assigned [130]. 

• There are already existing all-party consent laws in place, which limit the 

development of such devices [134]. These laws that are already 

established in countries such as the U.S or Canada need to be carefully 

modified, and studying them will help us to determine the appropriate 

measures in terms of preserving privacy for the utilization of such devices. 
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• We should also monitor the companies that manufacture these devices. 

Adding security certification based on their provided level of transparency 

is the first thing that we should implement when dealing with such 

systems. In this way, we can offer a level of trust to the users. 

• Unauthorized access of these systems to the cloud database must be 

forbidden. 

• We should encourage built-in AI sensory systems for personal usage, 

where access to the internet and global search engines are limited. If these 

systems utilize the internet and high-speed technologies such as 5G, then 

we recommend that their users should be identifiable. For example, a 

visually impaired person that uses the cloud database should have an 

identifiable code. 

• We should identify and certify what type of information the database for 

these technologies will store. Information such as name, age, height, and 

credit card. Long term memory lessness of these devices should be one of 

the aspects of their product. 

• We should examine through practices such as technical AI certification that 

is mentioned in the previous sections, that the information that such 

systems accept as input, does not result in a discriminatory output. 

• These systems will constantly upload information as they are trying to be 

assistive to their user. There should be a built-in mechanism that prevents 

uploading sensitive information such as credit card details since the excess 

info can become accessible to every collaborating third party companies 

with the cloud. 

• We should also invest in cyber-security measures that deal with 

adversaries that impersonate a user. 

• We should also consider security measures that protect users’ 

information. 

• We should also consider a potential user might be an adversary. 

 3.6 Categorizing AI Product Based on Their risk 

For accomplishing a coordinated investment to address the ethical, 

privacy, and security aspects of these technologies, there exists a need for 
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studying the policies for the AI-based product based on the categories that 

can represent their threat. 

Here we discuss that the categorization depends on a variety of 

parameters such as user’s age, type of application, and the purpose of the 

AI application. We also explain how context matters and higher 

intelligence level in AI systems does not necessarily mean a greater AI 

threat. 

In [135], it has been stated that AI technologies can be categorized through 

three dimensions, such as multi-functionality, intelligence, and user 

interaction. Each of these dimensions can be subjected to ethical, security, 

transparency, and privacy concerns. The purpose of this categorization is 

to help direct the efforts for tackling the AI issues. 

More interaction means more threats since the AI system needs a higher 

level of features to be able to improve the user interaction [135]. For 

example, in infotainment applications of the smart vehicles 

recommendation system, besides the search history and user’s 

preference, the location of the vehicle may be used as well [136]. 

Multi-functionality also poses a great threat, since it means AI device is 

collecting more sensory information. For example, smartphones or 

smartwatches, depending on the type of information they collect, such as 

voice, image, search history, and location [135], can be subjected to 

ethical, privacy, and security issues. In [135], AI intelligence is also 

introduced as another dimension in which a more intelligent AI system is 

presumed to be more threatening [135]. 

However, a more intelligent AI system does not always mean more threats. 

Two AI products that have the same level of access to sensory devices such 

as cameras and microphones with internet accessibility can present the 

same level of security threats. The security threats depend on how much 

preventive and defensive mechanism an AI system offers. 

We can also define a more intelligent AI as a system that also considers the 

security measures. Here, we want to introduce a different way of 

categorization, and we recommend that targeted regulation based on AI 

systems’ special features, their user, or special application may lead to a 

better path for coordinated investment and tackling AI-related issues. We 

need to make the path for policies clearer rather than obscure. 

Considering the following type of regulations will help us to categorize the 

AI systems based on their ethical, security, or privacy concerns: 
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– Regulation based on the type of information that the AI system uses. 

For example, evaluating the type of sensory devices that the AI 

system utilizes. 

– Organizational specific policy. For example, we have to make sure 

private organizations do not utilize AI systems for employee behavior 

monitoring applications [137]. 

– We need user-specific policies, where the AI system is regulated such 

that a more vulnerable user will be offered more protection. For a 

regular citizen, location information with regards to infotainment 

applications does not create a high level of security concerns. 

However, for high-profile officials, we have to be warier of 

adversaries. 

– What age groups does the AI product targets? For example, the use 

of facial recognition systems in AI products designed for children 

should be of special concern. 

– How much the AI system is internet dependent? What type of 

information is transferred and processed through the internet? 

– Regulating the AI systems based on their purpose. For the AI system 

in the medical domain, transparency and ethical issues are the 

concerns. AI systems used in the vehicular ad-hoc network (VANET) 

can be a danger to the safety of citizens [136]. 

– Regulation based on the reachability of the AI systems. We need 

policy specific for AI systems that can be manipulated and used as a 

national threat. For example, recommender systems in social media 

applications. 

3.7 Smart Cities 

Technological advancement aims to synergize autonomous systems such as 

courier robots and autonomous vehicles with the latest developments of AI and 

IoT. For example, courier robots are a kind of device that companies like Amazon 

are considering for wide-scale use for transporting merchandise through 

unmanned aerial vehicles. These technological advancements will form a 

structure that is known as a smart city, where we become closer to automation 

in many areas such as agriculture, disaster management, and transportation. In 

this section, we present a recommendation for establishing policies in regards to 

security aspects of critical facilities and components within a smart city. 
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Smart cities will be utilizing smart solutions in several areas of agriculture, 

education, transportation, maintenance, education, governance, smart 

industries, smart healthcare, smart energies, and smart policies [138]. The 

different components of smart cities can be considered as cloud/edge 

computing, IoT (internet of things), machine learning and Cyber-Physical 

systems, security protocols, wireless sensor networks, 5G, ICT (Information and 

Communication Technology), and geospatial technologies [138]. 

Here we aim to ask policy questions on the interconnection between 

different sections of smart cities in order to develop a unified framework for 

protecting smart cities against adversaries. A few considerations for developing 

such framework are established and reviewed through the following studies: 

• In [139], technical challenges are categorized as security threats, 

interoperability, lack of supporting infrastructure, unstructured data 

management, and absence of universal standards. 

• In terms of navigation and threat monitoring, smart solutions are 

suggested, such as smart air monitoring through UAVs and satellite data 

[139]. 

• Current international standards for smart cities are under ISO, IEC 

(International Electrotechnical Commission), and ITU (International 

Telecommunication Union) [138]. 

Furthermore, we present our recommendation for policy questions regarding 

for preserving security, privacy, and transparency in smart cities: 

• Developing security models for smart city management that consider the 

system level and component level defense including sensors, actuators, 

networking, and communication. An example of these security models is 

presented in [140]. 

• Focusing on privacy models that consider the interaction between 

components: 

– How does edge computing affect the policies regarding UAVs? 

– What type of information should be picked up, and transferred by the 

sensor network of the AIoT device and its shared data centers. 

– What type of info should be memorized in the destined data centers. 

– What type of AIoT devices can harm a critical CPS infrastructure? 
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– What type of AIoT devices are a threat against officials? 

* Strict policies for swarm-bots. 

* Strict policies against surveillance devices. 

* Strict policies regarding officials on the utilization of AI 

application that are originated from countries that have not 

addressed the accountability issue of the questioned AI system. 

• What type of collaboration between AIoT devices can lead to location 

identification and strategic information extraction? 

• Monitoring systems that are specifically designed toward supervising air 

traffic and ground traffic caused by autonomous systems. 

• Finding ways to monitor unregistered sensory devices, such as working 

toward spoofing detection [141]. 

4 A closer look at AIoT based Emerging Technologies 

In this section, the aim is to introduce a different variety of emerging 

technologies, and highlight possible privacy, fairness, transparency, and ethical 

issues with respect to that technology, and provide recommendations in order 

to be proactive and ready, so that it can result in steady governance of emerging 

AI-based technologies. 

4.1 Security and Privacy Issues in Vehicular Cloud Computing 

Vehicular Ad hoc Network (VANET) is one of the ideas that is developing with the 

advancement of IoT. VANET creates an Internet of Vehicles (IoV) such that the 

vehicles are equipped with sensory devices that provide computation, storage, 

or networking [142]. VANET based systems will have a variety of applications 

such as entertainment, navigation, or distaste control. The effectiveness of these 

systems depends on low latency, a reliable communication network, and real-

time data-processing [143]. With the propagation of 5G technology and 

becoming closer to the emergence of edge cloud computing services, the 

automotive industry will be promoting and implementing intelligent and novel 

applications of VANET. We will briefly mention some of the benefits of this 

technology, and also the possible challenges in terms of security and privacy. 
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Vehicular cloud network connections can be between the vehicles or from 

the vehicles to the designated cloud computing infrastructures (for example, a 

local fog computing server) [143]. The vehicular cloud network will reduce the 

expenses of IoT computational resources for the vehicle manufacturer. 

VANET will provide a distributed infrastructure that will be utilized for data 

storage, traffic management, surveillance, or infotainment purposes [143]. It has 

application in traffic management, where an unexpected incident due to an 

earthquake, car accident, or repairs can be reported through a network of cars 

[136, 143]. It has applications in surveillance, where sensory devices can be 

installed on vehicles with image recognition capabilities that can be used for a 

variety of purposes, such as reporting suspicious activity, location detection, and 

emergency broadcasts [136]. It has applications in infotainment, where the 

client’s data will be utilized for distributing information about the road, weather, 

or entertainment purposes for the driver [136, 144]. 

Safety regulation specific to adversarial based attacks, privacy concerns 

regarding location, shared information between the vehicles and networks, and 

issues with usage of image recognition devices are of the main concerns for this 

technology. 

In order to approach the policies, first, we have to categorize the special 

features that are relevant to these type of systems: 

• They are capable of using image recognition systems. 

• They can be connected to each other as well as a neighboring local 

network. 

• They are also connected to the global network in a distributed manner. 

• They are prone to adversary attack with intentions to cause injury, stole 

private information, or distributing false information. 

• They are deployed on the road, and they are in contact with civilians. 

• They can lead to location identification. 

• They constantly share and receive information to be able to perform their 

designated tasks. 

• Their application defines the data that they need to process, so in each 

case, they will need a specific type of sensory information. 

Here, with consideration of the above elements, we present some of the 

recommendations that will help us to regulate this technology: 
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• We have to tackle privacy, safety, and security problems with respect to 

applications: meaning for each application, such as infotainment, disaster 

control, or surveillance, different policies have to be considered. 

• We should find an answer to the privacy challenges of VANET systems with 

respect to the IoT. We should categorize the policies to the vehicle to 

vehicle and vehicle to cloud policies. 

• For example, besides the vehicle to cloud protocols, vehicle to vehicle 

communication protocol must also follow high standards to prevent 

adversarial access. 

• Large-scale utilization of image processing technology should be closely 

monitored. For example, in surveillance and disaster control, only trusted 

or government-supervised companies should be allowed to perform. 

• An AI surveillance system should not be used as a judgment tool on the 

intent of a crime. This type of technology can cause damage to the trust of 

the society toward the government. Therefore, it must be ensured that 

these systems will gather and store information relevant to their intended 

use. 

• We must provide a clear definition of sensitive data. For example, VANET 

technology can help in situations such as finding lost children. However, 

gathering image data from children can be considered problematic. 

• We should answer the safety challenges with respect to the IoT and 

transparency of these type of technologies: 

• Are these systems are tested and robust against adversarial attacks? For 

example, can an adversary take control of the autonomous? 

• Companies must be transparent in terms of the type of data that they 

store. There should be a mechanism in place that would enforce the 

removal of sensitive data. Edge servers also should be prohibited to share 

or sell sensitive data to third parties. However, the servers may be allowed 

to gather and buy non-sensitive necessary data from third parties to boost 

the performance of such a system. 

• The above means the necessary information may be bought but should not 

be sold. 
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5 Impact of AI and emerging technologies in future 

warefare and policies 

5.1 IoT and technological impacts 

In this section, we want to investigate the technological impacts of IoT devices in 

terms of military application. How can we make sure we can trust the 

communicated information, neutralize the threats, and improve transparency? 

For this purpose, we analyze two aspects of this problem that is network solution 

and the AI-based Application solution. 

5.2 Zero-trust network policy 

First, we want to investigate that how can we achieve reliable and secure 

connection of AIoT devices in military applications. For example, cognitive AI is 

known to be the next-generation approach to AI systems that can constantly 

adjust and adapt to situational events. Adapting to situational events is a 

prominent feature of military applications and can be used for both domains of 

AI cyber defense and offense [145]. The adversary may use advanced 

technologies such as cognitive AI for manipulating, disrupting, or targeting ally 

resources and AIoT devices. In this regard, we address the zero-trust architecture 

as a possible way for countering advanced AI-based adversaries in battlegrounds. 

Based on [146], integration of advanced identity management, software-

defined networking, and hybrid multi-cloud capabilities is deemed to provide the 

fast and reliable cyber platform needed for implementing military strategies in a 

zero-trust network architecture. In [146], it is also mentioned that futuristic 

military-based cyber platform needs novel data-science algorithms, while we 

must also make sure the current ones operate with maximum security. In other 

words, we have to adapt to the notion of "verifying and never trust." 

One solution is zero trust security architecture. In a zero-trust security 

architecture, the users are connected directly to their respective devices [147]. 

However, there is a trade-off between connectivity and security when it comes 

to zero trust network architecture. Here, we mention some of the features of this 

strategy and try to recommend policies that can be helpful for improving 

network security in a rapidly changing environments such as battlefields. 

• In [146], it is mentioned that a zero-trust cyber platform must have certain 

characteristic such as the following: 
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– Software-Defined Networking and ICAM (identity credential, access, 

and management) must be ensured to be of a zero-trust nature. For 

example, every device in the network must be identifiable. 

– All networks must be assumed to vulnerable to manipulation. 

– Users should only have access to their respective needed resources. 

– We need Real-time detection and protection capabilities. 

– Maintain situational awareness. 

– Must be standardized and certified. 

– Ready for fast response to emerging ISR. 

– Support Multi-Cloud and edge computing. 

– Having a modern and programmable software-defined networking 

such that they can enforce new policies. 

– Operational agility and have flexible options network maneuver. 

• Organizational theories concerned with zero-trust [148] can be extended 

to set policies for the zero-trust architecture in military applications. 

In the following we mention a few recommendation as the necessary 

element and considerations for establishing a zero trust network architecture: 

• A zero-trust policy should follow a hierarchy starting from the received 

input from top commanders to shared info between the army units and 

the integrity of communication between the operational AI-based military 

equipment. The aforementioned point is mainly necessary to avoid the risk 

of impersonation and manipulation of IoT-based exchange of information. 

• In a zero-trust policy, no asset is trusted. Therefore, policies for the 

development of human-aware AI (cognitive AI) and trained professionals 

that are aware of their controlled AI device should be established. 

• The potential for capturing assets and reverse engineering them should be 

considered in the design stage [148] . 

• Developing new deep learning algorithms that have better observability 

and threat verification capability than the current ones should be 

considered. Current black box models may not be observable across all 

their entry data such that with knowledge of output, we can have an idea 

of the entry data to their models. 
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Policies that encourage applying, converting, and integrating 

organizational theories concerned with zero-trust into the battlefield 

framework while also reinforcing and improving the already existing 

policies [149] . 

• Risk assessment in finding how hybrid-trust in civil applications can 

negatively affect national security. Here, the hybrid trust means in 

some applications the zero-trust policies are considered, and in less 

critical applications such policies are relaxed to ensure IoT services are 

fast and less disrupted 

5.2.1 Cognitive AI 

As the nature of adversarial attacks is rapidly changing, there exists a need for 

an AI security defense mechanism that is inherently aware of its own 

uncertainties and can integrate with next-generation technologies such as edge 

computing to enhance military applications. Here, we want to take a closer look 

at the next generation technology for security operation centers that is referred 

to as cognitive AI. 

Since IDSS systems are vulnerable to adversarial attack, have bias and 

trustability problems, and can not provide the needed flexibility of decision 

making in military applications, a new generation of AI security concept is 

deemed to enhance the operational security against threats such as phishing, 

malicious data tampering, and dos attacks [145]. This idea is referred to as 

cognitive AI, where there is a mutual awareness between AI and humans. In 

[145], three elements are mentioned as the foundation of such human-AI 

cooperation. Be mutual predictable, mutually directable, and have mutual 

common ground. 

The cognitive AI is a next-generation technology that is discussed for 

improving military decision making and boosting cybersecurity defense as the 

traditional IDSS (intelligent decision and support system) have various 

shortcomings on trust and security due to the black-box nature of AI systems. 

The main question is, based on an environment that the AI system is 

deployed, how can we achieve situational awareness [145, 150]? This an 

important issue, specifically, in military applications, where there can be 
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variables such as fatigue, needs, capabilities, and malicious intentions. Here, we 

aim to discuss cognitive AI, companies that are moving forward with this type of 

technology, what should be done to accomplish it, and what we can accomplish 

with this type of AI technology. 

In terms of companies advancing this technology we can mention IBM and 

CISCO: 

In the view of IBM QRadar Advisor with Watson cognitive AI can overcome 

the lack of talent and job fatigue in cybersecurity: 

– It can visualize how the attack is progressing, validate the threat, 

and suggest what are the possible threats that can still occur. 

– Possess cognitive reasoning for isolation of threat. 

– Provides a priority-based investigation list. 

• CISCO also provides edge and fog processing, data analysis, feedback, and 

computation that can be a key concern in a connected battlefield: 

– Provides solutions such as joint node networks enabling soldiers to 

communicate via satellite. 

– Considers the technology of mobile edge computing, which can 

provide the networking and interconnection between the AI devices. 

Here are a few of our recommendation for achieving, importance, and 

accruing the cognitive AI technology: 

• One of the main challenges of mobile edge computing is the security and 

trustability of exchanged information. Developing cognitive AI can provide 

this by bringing observability, explainability, awareness, and constant 

reconfiguration and learning for AI systems against AI threats. 

• We need a combination of mobile edge computing and cognitive AI to 

bring situational and environmental awareness, as well as being able to 

establish a human-AI interconnection. 
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• For example, consider a group of scattered UAVs that are controlled by 

military operators and communicate with each other through military 

vehicles and devices that are installed/on the move in an area of operation 

such that together will form a mobile edge computing server. One of the 

cognitive AI technology’s roles is to help operators to remain responsive 

to potential threats and assess the integrity of exchanged information 

between UAVs or their input/output commands. 

• In terms of training the military personnel, we can collaborate with 

companies such as CISCO. 

We need to establish cognitive strategies that aim to resolve cognitive 

challenges such as massive data, a fusion of complex data, building site-

specific knowledge, and maintaining multiple mental models [151]. 

• We need collaboration with universities in areas that we can train edge AI 

and cognitive AI experts so that in long term we can keep up with the 

technological advances that are mobile as well as secure against 

adversarial attacks, are explainable, and aware of their environment, and 

human operator. 

5.3 Defensive policy impacts 

Advances of AI technologies have foreseen to be transformed into an arms race, 

the next nuclear capability, who has it first and who becomes more advanced. 

While ethics and privacy may be perceived as a natural barrier to the 

development of certain AI cyber-offense tool, it should also push us to persevere 

security, privacy, and right of civilians through the AI cyber-defensive 

capabilities. 

Here, we highlight areas that require consideration for policy development 

for AI based technologies that may enhance the defensive capability of Canadian 

armed forces. 

The next generation of warfare is perceived to be enhanced with AI-based 

technologies. Tools that are C4ISR, whether the efficiency is high enough or not, 

the countries that possess AI-based warfare technologies are deemed to be 
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superior in terms of futuristic arm race, due to factors such as sensory 

capabilities and fast decision making [152]. Cyber-threats against nuclear 

systems, ISR (Intelligence, Surveillance, Reconnaissance), and robotic warfare 

are some of the areas that will become more advanced/threatening with the 

help with AI-based technologies [153]. 

Investing in AI-offensive warfare may seem a simpler and more convenient 

approach, although there can be humanitarian, privacy, and other ethical 

barriers that may prohibit the development of certain type of such technologies 

(e.g. image recognition based surveillance) The absence of robust defense 

policies is a significant contributor to further uncertainty in the case of AI-

powered confrontation. For example, AI-based robotic warfare can provide a 

cheap counter against advanced technologies such as submarines or fighter jets, 

but how should they be stopped? [152]. 

Furthermore, the threat is not always international and individuals with 

malicious motives may use such systems for their malicious intents. Therefore, 

AI defense can cover a bigger and more imminent class of adversarial threats, 

especially 
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now, with easy and cheap access of adversaries to AI-empowered technologies. 

In [152], they categorize AI-enhanced capabilities to: 

• Digital security: against threats such as phishing, impersonation, and data poisoning. 

• Physical security: swarm attack by drones for targeted assassination. 

• Political security: such as surveillance, breaching, and deception. 

Political security can be viewed from two points of view, one is outsider 

threat, and the other in terms of authoritarian government. For example, 

using existing or planted surveillance systems to gather intelligence by 

malicious adversaries or utilizing these systems to control and oversee 

people’s behavior by authoritarian governments. 

Investing in cyber-defense tools : 

• Analyzing classification errors. 

Why they happen? how can we improve them? Why different classification 

error can be prone to same attack? 

• Automatic detection of vulnerability. 

Implementing observer-based methodologies that can detect the infiltration 

of AI systems. 

5.3.1 Recommendations 

Here are a few important areas of security against AI-based warfare tactics: 

Secure cyber-space: 

• Using identity authentication methods in data transfer. 

• Prevalence of secure data centers for data transfers such as AZURE government and 

AWS government to limit the capability of outsider threat by enhancing local data 

centers. 

• Prevalence of Robust AI-based intrusion detection system: 
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– Adversarial awareness, by investing in finding and examine possible 

breaches into the security systems before it happens. In other words, 

the offense must be a way to examine the defensive measures. 

– Explainable: Investing in methodologies that provide a traceable 

record of the event that happened. Who? What? Where? When? 

Why? [154] – Investing in cognitive security analytics. 

• Examining technological warfare: understanding and analyzing the counters to 

technological threats will make us alert for possibilities: 

– Categorizing the dual use nature of AI technologies such as UAVs, 

packaging, or assassination? 

– Finding effective ways for countering advanced warfare such as 

AIbased swarm attacks, for example, one can build a playbook based 

tactic and invest in AI-based methodologies that can counter them: 

* Electromagnetic based AI weapons 

* Communication Jammers 

* Hijacking the swarm with data injection attacks 

5.4 International impact 

The progress of countries with non-transparent policies in the advancement of 

AI-based technologies is one of the main concerns of governments and 

regulators such as the U.S and the EU. In this section we mainly focus on how 

Canadian should be concerned about non-transparent AI-based applications. 

In each century, people’s view of what is ethical is changing, therefore rules 

and regulations have been updated based on what we the general population 

perceive as ethical or moral behavior. Sometimes a catastrophic event may lead 

to the new regulation, and in other instances foresight and proactiveness. It is 

important to regulate AI-based technologies that can be potentially be used 

under military-civil application. Policies that demand AI developers to 

unconditionally share their data with the government can be a potential threat 

to the privacy of Canadian consumers, government officials, and in general 

national security. 
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From the EU’s perspective, international collaboration with such countries 

can lead to better transparency and getting power from hard-liners. It suggests 

that collaboration will lead to familiarizing themselves with their intentions while 

having significant economic benefit [155]. 

Also, due to restrictions such as the privacy of consumers, countries with 

transparent policies are deemed to be at a disadvantage in terms of the development 

and advancement of AI-based applications in the areas such as facial recognition [156]. 

Countries with unlimited access to private data can eventual form a stronger facial 

recognition and surveillance systems than the countries that are not practising such 

policies. 

Here the question is, how can we regulate the potentially dangerous AI-based 

applications with non-transparent data policies? 

• For dual-use AI applications that can be potentially dangerous: 

– Promoting usage of data centers that are located within a safe-zone to the 

domestic AI developers. For example data centers belonging to countries that 

possess transparent AI policies. 

– Working toward international safe zone data centres. 

– Risk assessment to provide stricter measures and data center usage for AI-based 

application that pose greater threat. 

• Setting a standard non-discriminative rule that demands transparency from AI 

developers in the case AI technologies with high risk of military-civil capabilities. 

– The rules prevents these any AI developer from using non-secure data centers. 

– Sharing data to unauthorized third parties. 

– Banning access to non-essential data for the AI application. 

• Promoting Edge computing. Edge computing prevents the need for data to 

travel across the continent and improves data security of consumers. 
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6 Conclusion 

In this report, first, some of the important definitions regarding the explainable 

AI methods are mentioned. Next, the ethical constraints for achieving an "ethical 

by design" AI, based on Australia’s ethic framework is evaluated. Besides, a 

review of explainable AI methodologies is presented in Table. I, and lastly 

adversarial example and security standards with regards to methodology that 

must be considered by the developers are addressed. These standards address 

the issue from the perspective of attacks on the AI or explainable AI. 

By considering the reviewed studies, it can be concluded that there are two 

aspects to design constraints for an ethical AI, which can be viewed in terms of 

technical AI design regulation (transparency of the methodology), and ethical 

standards. The developers must consider the technical aspect and ethical 

constraint at the same time. In terms of the technical aspect, the developer has 

to choose a methodology that is transparent with regards to data and must 

ensure that its model is not vulnerable to adversarial examples so that it does 

not put public security and privacy at risk. The integration of methodology 

standards and ethical standards will result in an AI that is ethical by design and 

can help the government to regulate these systems. 

Beside from well-educated AI developers, to implement and regulate these 

aspects, our study recognized the need for the specialized AI inspectors that not 

only are mathematically well-educated, but they are also specialized to recognize 

biases that are application-specific and may go unnoticed by an AI-forensic 

specialist that only is educated in the data mining aspect of the problem. 

In the second part of our research, we turned our attention to transparency, 

fairness, privacy, and security issues regarding the AI system with regards to 

emerging technologies such as edge-cloud computing and 5G. In this part, our 

purpose is to raise awareness about the upcoming flow of unique ethical 

challenges that we will face in the next few years due to the fast propagation of 

these technologies. We also provided a few recommendations that hopefully will 

help us deal with these challenges. 
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