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Abstract

The cursive nature of Persian alphabet, and the com-
plex and convoluted rules regarding this script cause ma-
jor challenges to segmentation as well as recognition of
Persian words. We propose a new segmentation algo-
rithm for the main stroke of online Persian handwritten
words. Using this segmentation, we present a perturba-
tion method which is used to generate artificial samples
from handwritten words. Our recognition system is com-
posed of three modules. The first module deals with the
preprocessing of the data. We propose a wavelet-based
smoothing technique which enhances the recognition per-
formance compared to the conventional widely used tech-
nique. The second module is word segmentation into con-
vex portions of the global shape which we call Convex
Curve Sectors (CCSs). The third module is to analyze
those CCSs and use the information for recognition per-
formed by Dynamic Time Warping (DTW) technique. Us-
ing CCSs provides the DTW-based classifier with a com-
pact word representation which makes comparison much
faster.

Keywords: Online, Handwriting Recognition, Segmen-
tation, Cursive, Dynamic Time Warping (DTW)

1 Introduction
Pen-based handwriting input provides a convenient

means of interaction with devices such as Personal Digital
Assistants (PDAs), smart phones, and hand-held comput-
ers. The international growth in the usage of these devices
encourages research in online handwriting recognition for
different scripts. The techniques to understand online
shapes, sketches and handwritings however, are far behind
the advances in hardware. Developing online handwriting
recognition can provide the modern technological devices
with ease of using pen and paper. Most pen-based inter-
actions are still done using either traditional mouse mo-
tions or with artificial gesture languages like Palms Graf-
fiti [17].

There is much less research for recognizing Persian
text than other scripts like Latin and Chinese. However,
handwritten recognition in this script has recently started
to receive a lot of attention from a number of researchers
[8],[22]. Insufficiency of data is the first obstacle faced
in developing a recognizer for this script. In addition to
lack of database, Persian script has very specific charac-
teristics which make the recognition task even more diffi-
cult compared to Latin. Persian alphabet consists of thirty
two basic letters, several of which share the same basic
form and differ only by a small complementary part. The
complementary part could be a dot, a group of dots or
a slanted bar. A Persian letter can appear in up to four
different forms: isolated, initial, medial, and final. The
effective size of the alphabet increases due to this charac-
teristic. Also, there are many different styles of writing in
Persian which introduce different allographs for letters or
some letter combinations.

The difficulty of automatic handwriting recognition,
regardless of the script, lies in the huge variety of writ-
ing styles among different individuals and also in differ-
ent samples written by the same person. Persian script is
cursive in both printed and written forms, meaning that
most letters join the following letter along a baseline in
order to make a word. The cursiveness of the script makes
segmentation task extra difficult.

Most cursive recognizers [5] use a combination of
Hidden Markov Models (HMM) and a sliding window to
extract features, in order to avoid the segmentation prob-
lem. Another approach to word recognition is to recognize
a word by its individual letters. In this type of approach it
is difficult to find the correct segmentation and the char-
acter recognition processing is not error free. Our idea is
to segment the word into elementary convex curve sectors
which we call CCSs.

In our approach, a word is first represented by fea-
tures extracted from CCSs, and then classified by Dy-
namic Time Warping (DTW) method. DTW has been
used for several handwriting recognition tasks such as
writer identification [7] and adaptive online character rec-



ognizer [19]. Aligning two cursive strokes with complex
shapes by DTW can be costly and slow. However, our
proposed segmentation algorithm significantly reduces the
computational cost, and makes the comparison very fast.
In order to provide our system with enough data to exper-
iment, we introduced a perturbation procedure to generate
some synthetic samples. The introduced recognition sys-
tem is then tested on the mixture of the real and synthetic
data and shows promising results for cursive handwriting
recognition.

The paper is organized as follows. In Section 2 we pro-
vide details on preprocessing operations on online data.
The segmentation algorithm is presented in Section 3 fol-
lowed by the procedure we used to generate synthetic data
from the samples written by humans. We explain the fea-
tures we extracted from each CCS in Section 4. In Sec-
tion 5 we present the DTW technique employed by our
recognition system. The dataset we used in our experi-
ments and the experimental results are provided in Sec-
tion 7. Finally,in Section 8 we conclude this paper with
a discussion of different applications and suggestions for
further improvements.

2 Preprocessing

The purpose of preprocessing prior to segmentation
is to remove irrelevant information and recover from ar-
tifacts in order to ultimately improve recognition accu-
racy. Despite the low-pass hardware filters embedded in
most of the digital tablets, recorded online trajectories of-
ten appear in rough and uneven forms. Typically, pre-
processing for online data includes elimination of high
frequency noise, hooks, and duplicate points as well as
point re-sampling [19]. Smoothing aims for reducing the
high frequency from the digitizer or erratic pen motions.
Smoothing is usually done by applying a moving average
of a fixed size window. Geometric variations in handwrit-
ings are usually due to varieties in writing styles. Nor-
malization is therefore important, especially for a writer-
independent system, as it tries to eliminate geometric vari-
ations in handwriting data. The preprocessing we applied
in this research includes smoothing, de-hooking, and size
normalization.

Wavelet Transform provides a way of analyzing local
behavior of functions. We used a smoothing method based
on the orthogonal decomposition of the online data into
the Haar basis [9],[6] instead of the conventional mov-
ing average. We perform a single-level one-dimensional
wavelet decomposition for each of the x and y streams
and take the approximation coefficients vectors as the
smoothed trajectory. A higher order decomposition was
not applied since it tended to remove useful details about
the shape of the word in our experimental studies. As we
discuss in Section 7, the recognition rate is improved by

using wavelet filtering instead of the simple averaging.

3 Convex Curve Sector Segmentation

Segmenting a complex curve can be done by piece-
wise approximation using a number of functions. Detect-
ing zero-crossing of curvature (inflection points) is an-
other approach for curve segmentation. Curvature max-
ima found by applying the mathematical definition of the
curvature, may result in cut-points which are not percep-
tually relevant [18].

There have been few attempts for segmenting online
cursive handwriting in the literature. In [4], segmentation
for English script is done by using two modules: a cutter
that generates candidate cuts using the pen velocity, and a
combiner that gets those candidates and delivers candidate
segments. In each module, several heuristic filters have
been employed for removing incorrect outputs.

The rapid human movements that generate handwrit-
ing can be seen as a composition of elementary move-
ments which correspond to elementary shapes [12]. The
main idea of the segmentation algorithm 1 we devise is to
decompose a digital curve into convex/concave segments
which we consider as elementary shapes. The algorithm
is based on a simple concept yet provides robust function-
alities. We use the notions of concavity and convexity in
Euclidian space: a curve in 2D is concave if every line
segment joining two points on its graph does not lie above
the graph. Symmetrically, a curve is convex if every line
segment joining two points on its graph does not lie below
the graph at any point. In order to avoid finding segments
of very short lengths, we apply a threshold on the segment
curve length. By curve length we mean the sum of the
lengths of the piecewise linear segments which construct
the curve.

If the trajectory is given by a point sequence A =
{P0, P1, ..., PN}, the algorithm takes two points at a time
as the start and the end of the segment. While convexity
criteria and the length constraint are satisfied, the algo-
rithm proceeds the end point along the curve keeping the
first point unchanged. Once convexity criteria is violated,
a segmentation point is found. The same procedure is then
applied to the rest of trajectory points. It should be noted
that the considered definition of the convexity does not
guarantee strictly convex/concave functions. Therefore a
CCS can include a combination of a strictly convex curve
and a straight line segment attached to it. However, this
does not affect our segmentation algorithm as straight line
is includes in the set of selected primitives.

Figure 1 shows some examples of segmentation of
two-letter sub-words. As can be seen in this Figure, our
segmentation algorithm finds the points showing abrupt
changes.



Algorithm 1 CCS Curve partitioning
INPUT: A set of successive preprocessed trajectory points and
a threshold L:
A = {P1, P2, ..., PN}
OUTPUT: A set of segmentation points S ⊂ A
Initialization : Ps = P1; Pe = P3; S = ∅
while e < N do

for all i = s to e do
Compute di= signed distance(Pi,

−−−→
PsPe)

end for
if All di’s i = s, .., e are not of the same sign then

if Curve-Length (PsPe) > L then
S = S

⋃
pi−1

s=i; e=s+3;
end if

end if
end while
Return S

3.1 Generating Artificial Data

Collecting handwriting databases is a time consuming
task, especially for online samples. This has motivated
researchers to design methods for generating offline and
online new samples based on the collected ones [3]. How-
ever, due to differences in the nature of offline and online
data, not every method applied to offline images can be
applied to online data stream.

In this paper we present a method for generating syn-
thetic words from existing ones written by human writers.
This method is based on our segmentation algorithm. The
idea is to add degradation to real samples by randomly
selecting some segments of the main stroke. The curve
width of each selected segment to be distorted is changed
by an arbitrary amount of perturbation α. The size of α
is small potion of the length, and the sign of α is also de-
termined randomly. Figure 2 shows a real sample (a) and
artificial samples (b,c) generated based on that. It is no-
ticed that the generated synthetic samples are very similar
to natural variation of the original sample.

4 Feature Extraction

Feature extraction for cursive word recognition can be
done in two major ways: extracting features by using a
sliding window which is a segmentation-free approach, or
by segmenting the curve into meaningful pieces and ex-
tracting features from each segment.

Some parts of the trajectory may carry more in-
formation than the others, and we design our fea-
tures to reflect this fact. Here we describe each
curve segment by five features as follows. Let Si =
{P1(x1, y1), ..., PM (xM , yM )} be a CCS representation.
The width of a closed convex/ curve is defined as the dis-
tance between parallel lines bounding it. We calculate an
approximation of the distance between the lower and the
upper supporting lines as a feature. Let di be the distance
of the point Pi from the line segment P1PM . Now, we

(a)

(b)

(c)

Figure 1. Persian 2-letter sub-word segmentation.

express the first feature by:

F = max(di), (1)

A diameter of a convex curve is a line joining two points
of the curve at which the support lines are parallel and dis-
tinct. Two other features we used to describe a CCS are
the slope and the length (i.e. a measure of the flatness of
the curve) of the convex diameter (

−−−→
P1PM ). In order to

count for the relative position of the segment in the whole
curve, we included two more features which are the nor-
malized vertical coordinates of points P1 and PM .



(a) (b)

(c)

Figure 2. Persian 2-letter sub-words: (a)original,
(b)and (c)synthetic.

Figure 3. Feature extraction for a curve segment.

5 Recognition

Dynamic time warping (DTW) is a method for mea-
suring overall similarity between two time varying se-
quences of different sizes based on the measure of local
minimum distances. DTW has been frequently used af-
ter it was introduced by Sakoe and Chiba [16]. DTW is a
template matching mechanism that aligns test pattern T ,
and reference patterns, R = {R1, ..., Rn}, and computes
the best possible alignment warp, Θv , between T and Rv

, and the associated distortion D(T, Rv).
The strength of this technique lies in using mapping

for computing the overall distance. Comparing a refer-
ence pattern and a test pattern at equal times may yield
a large distance despite of the overall similarity. There-

fore, to achieve a better comparison, DTW tries to make
similar events happen at the same time for the two se-
quence by aligning them. After aligning the two streams
by non-linearly warping them in the time domain via a
point-to-point mapping, the overall distance is computed
by adding the local distances between each pair of aligned
points. Among different possible alignment warps, one
that minimizes the distance is the optimal alignment, and
the associated distance is the overall distance. In DTW,
a set of local continuity constraints are usually imposed
on the warping function to ensure proper time alignment
while keeping any potential loss of information to a min-
imum [13]. These constraints include continuity, and
monotonicity of the mapping in time dimensions, and
bound the search space for the optimal mapping.

In order to achieve a satisfactory accuracy for a user-
independent recognition system without constraining the
allowed writing styles, the recognizer has to be adaptive.
A DTW-based recognition system facilitate adapting to
the new styles by adding new prototypes. In DTW word
classification, there is a set of template streams associated
with the words in the vocabulary. Given a test stream,
first the minimum distance between each template and the
instance is computed. The template with the best score
(closest distance) determines the class of the instance.
DTW has been applied for automatic extraction of hand-
writing styles and verification of a large human-labeled
data set of online handwriting [11] and [21] respectively.
We use DTW for online Persian word recognition through
matching because of its flexibility for pattern alignment
compensates for the variation of handwritten words.

DTW has been proved to be an efficient method to cal-
culate distance in online handwriting recognition [10], [1].
The major weaknesses of DTW is its time complexity of
O(N2V ), where N is the length of the sequence and V
is the number of templates to be considered. Our solution
to this problem is avoiding DTW point-to-point matching
between samples on a trajectory in our recognition sys-
tem. By segmenting the trajectory we reduced the length
N of the series significantly. This consequently speeds
up the recognition task as we empirically illustrate in our
results.

6 Data
Design of online handwritten word recognizers for

Persian script is an open and active area of research. Cur-
rently, the lack of comprehensive data sets is a limiting
issue for online handwritten recognition methods. There
is no publicly available online Persian database. The Data
we used for this research is Persian sub-words [15]1. In
the database we used, there are 12 samples of each sub-
word on average. As the number of samples are too few

1This database is the courtesy of Tarbiat Modarres University.



in this data set, we created some more artificial data from
the existing samples by the method we described in Sec-
tion 3.1. The total number of samples increased up to 40
for each class, after applying our degradation procedure.

Persian is a cursive script, and its alphabet consists of
32 letters. In order to make a word, all letters except for
seven of them, connect directly to the letter which imme-
diately follows along a writing line or baseline. If one of
those seven letters happen to be in the middle of the word,
they create sub-words. Therefore, each part of the word,
we refer to as sub-word, has a main stroke that includes
its basic shape, and complementary stokes which include
dots or complementary parts. In this research we focus on
the recognition of shape of the main strokes .

7 Experiments

To examine the utility of our approach, we have car-
ried out recognition experiments on the sub-word data
set explained in the previous section. We considered 20
classes of each 2-letter and 3-letter sub-words in our ex-
periments. It is known that DTW is not a fast algorithm.
The speed of a DTW-based classifier can be improved by
some computational techniques to minimize the number
of possible matches as well as using faster approximations
of DTW that has lower complexity. However, our segmen-
tation strategy already reduces the length of the series to
be aligned by DTW, significantly. Therefore, it quadrati-
cally reduces the time required for recognition of samples.
As a result, the average measured time in our experiment
for classification of a test sample is about 3ms. While it is
600s for the case we use normalized coordinates as feature
vectors. These results presented in Table 1 and 2 which
are sufficient for an online application. Table shows the
recognition improvement gained with the wavelet-based
smoothing technique we introduced in Section 2.

Table 1. K-NN classification results for different val-
ues of k using 20 templates for each class.

Accuracy(%)
k=1 k=3 k=5

2-letter word 89.4 70.1 63.0
3-letter word 85.0 73.4 67.7

It should be noted that we do could not compare our
results with any previous work for Persian online words,
since no benchmark currently exists. To the best of au-
thors knowledge, also there has not been any reports in
the literature on the recognition rate for the word section
of the database we used in this paper. However, to have an
intuition about the recognition rate of DTW technique on
other scripts one can see the results in [14] and [20].

Table 2. Recognition performance for 2 and 3-letter
sub-words using 1-NN.

# templates Accuracy(%)
2-letter word 10 76.9

15 83.0
20 89.4

3-letter word 10 74.1
15 76.1
20 85.0

Table 3. Comparison of recognition performance us-
ing wavelet-based versus conventional smoothing
with 1-NN.

# templates Accuracy(%)
wavelet moving avg

2-letter word 10 76.9 71.4
15 83.0 82.8
20 89.4 88.2

8 Conclusion
In this paper, we have proposed a new segmentation

approach for cursive handwriting to enhance the perfor-
mance of DTW-classifier. We also introduced a degrada-
tion scheme to generate synthetic samples from the real
handwriting ones. DTW has a quadratic time and space
complexity that limits its usage to only small time se-
ries and small dictionary sizes. However, using our new
segmentation algorithm, we achieved a significant (about
200) speed-up which makes it suited for real-time appli-
cations. The performance of our DTW-based recognition
system shows promising results for Persian sub-words.
We expect even a higher recognition rate by taking the
extra information of the complementary stokes of the sub-
words which we did not take into account in this paper.

In our future work, we focus on improving the accu-
racy using data clustering, ensemble of classifiers, and
pruning techniques. We are currently working to design
a clustering method for template selection directly from
time series based on the DTW distance. Combination of
likelihood measures of some stochastic approaches, and
DTW scores should also improve the results. In the case
of support vector machines and DTW, such combinations
has been already proved useful in [2].
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