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Abstract. This paper presents a method to recognize the various defect patterns
of a cold mill strip using a binary decision tree constructed by genetic algo-
rithm(GA). In this paper, GA was used to select a subset of the suitable features
at each node in the binary decision tree. The feature subset with maximum fit-
ness is chosen and the patterns are divided into two classes using a linear deci-
sion function. In this way, the classifier using the binary decision tree can be
constructed automatically, and the final recognizer is implemented by a neural
network trained by standard patterns at each node. Experimental results are
given to demonstrate the usefulness of the proposed scheme.

1 Introduction

To produce a cold mill strip of high quality, it is important to detect the defects on the
surface of cold mill strip exactly in the manufacturing process. So, efficient methods
for the recognition and extraction of defect patterns of cold mill strips have been
studied [1, 8, 10].

The conventional method to recognize the defect patterns is to extract good fea-
tures experimentally from the cold mill strip image acquired from a CCD camera and
then recognize the patterns in a single step by inputting all the features to a neural
network. But this method has two problems when the characteristics of the defect
patterns are considered. Firstly, because the shapes of the defect patterns are complex
and irregular, the recognition rate of defect patterns is sensitive to the kinds of se-
lected features. And also despite the good separability of the features, they may inter-
fere with each other when used together. Secondly, because there exist some similar
classes of defect patterns, which can be classified into the same group, classifying all
the patterns in only a single step results in a high classification error.

To overcome these problems, we propose a multi-stage classifier like a decision
tree, which repeats decisions so as to classify patterns individually. The decision tree
classifier makes fast and exact decisions by dividing the complex and global decisions
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into several simple and local decisions [5]. For an efficient and accurate classification,
an optimal or near-optimal feature subset within the feature space needs to be selected
at each decision node [2].

This paper introduces the binary decision tree and describes methods of both gen-
erating a linear decision function and selecting a feature subset using GA. Then, an
automatic method of constructing the binary decision tree is described. And finally,
the proposed classifier is applied to recognize the defect patterns of a cold mill strip.

2 Construction of Binary Decision Tree Using GA

In the case of a one-stage classifier, it cannot be guaranteed that all the features used
in classification have the best separability, and the efficiency of the classifier is low
because it compares a pattern with all of the other classes [6, 7]. To solve these prob-
lems, we have designed a classifier that decides the class of a given input pattern by
repeating two or more decisions successively. This classifier is called a multi-stage
classifier or a decision tree classifier.

If only the necessary features are used at each node of binary decision tree classi-
fier, both the accuracy and the reliability of the classifier increase. So the problem is
to select a valid feature subset from the entire feature set, i.e. the feature selection
problem. To select the optimized feature subset, the separability of all the combina-
tions of the features should be evaluated. However, when m components are selected
among n components, the number of combinations expressed as nCm becomes a
large value even if n and m are not large. The feature selection problem can be re-
garded as an optimization problem. So in this paper, feature selection is executed us-
ing GA, a global optimization technique.

GA has a higher probability of finding the global optimized solution than other
classical optimization algorithms because it searches for the multiple global solutions
simultaneously [1, 3, 4].

Fig. 1 shows the process of selecting the optimal feature subset by GA In this pa-
per, a feature subset is evaluated by the classification error when classifying patterns
with the linear decision function that is also generated by GA.

Optimal
- feature

‘\ subset

Feature subset

Candidate Genetic
feature set Algorithm

Y
/

Feature subset
evaluation
function

Fig. 1. Processing block diagram of feature selection

The following method is used to minimize the classification error using GA:
Suppose that the given data set is X ={X, X,,...,Xy} (X, € R" is the number of

features), and /(j) and r(j) are defined as the minimum and maximum values of the
Jj-th feature.
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[(j) = min x, ey

r(j) = max x,

In the case of 2-dimensional space, j can have the value of 1 or 2 and on the basis
of /(j) and r(j), a rectangle can be constructed that can include all data. Inside the

rectangle, two points can be selected arbitrarily, connected by a line. From the coeffi-
cients of the line function, a n -dimensional decision function can be obtained as fol-
lows.

d(X)=wx, + WX, +o WX, + W, =W, 'X+W,,, 2

When matching this concept with a binary string of GA, n segments of a binary
string indicate one point in the n-dimensional space. In the n-dimensional case, n

points should be selected in such a way that a string is composed of n*> segments.
Supposing that the length of each segment is m-bit, then the total length of the binary

string becomes n’m -bits. The decision function described above is the linear deci-
sion function that minimizes the error that occurs when classifying standard patterns
into two classes in a certain feature space. However, the real input patterns are not re-
stricted to two classes of patterns. GA determines the decision function that mini-
mizes classification error in a given feature space. Since the minimized error varies
with the combination of features, the fitness function is constructed to give high fit-
ness for a combination with a small classification error and low fitness for a combi-
nation with a large classification error.

Using the method described above, a certain feature subset minimizing classifica-
tion error is chosen. And patterns are classified into two groups at each node with this
feature subset. The binary decision tree is constructed by iterating this process until
all the classes of patterns appear independently at each leaf node. Because the binary
decision tree is constructed for multiple classes rather than just for two it is better to
maintain uniform distribution for two separated groups at each node, which means it
is better that two separated groups have similar numbers of classes without partiality.

To quantify this, a balance coefficient is defined using the mean and deviation of
classes of a new group, as Eq. (3). If the number of patterns of the two separated
groups is similar, the balance coefficients are smaller. In this case, because the depth
of the binary tree becomes small, the matching time required for recognizing a pattern
decreases.

3)

balance =

In Eq. (3), & is the number of nodes, N is the number of input patterns, and N! is the
number of the patterns included in the j-th node. In this paper, a binary tree is con-
structed, so i becomes 2. The fitness function that includes the balance coefficient is
defined as.
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1 “

+ w, -error + w, -balance

fitness = 1

In Eq. (4), error and balance are the classification error and the balance coefficient
between groups, respectively, and w, and w, are the weights for weighting each pa-

rameter. And the result of the constructed tree can be varied by adjusting of the
weights w, and w, . After the construction of the binary decision tree, by training BP

neural network with the feature subset selected optimally at each node, the final bi-
nary tree structured recognizer is realized.

3 Classification of the Defects of Cold Mill Strip Using the Binary
Tree Classifier

The defect patterns of cold mill strips can be classified into seven classes: Dull, Oil-
drop, Slip, Dent, Scale, Dirt, and Scratch. After preprocessing for the acquired image,
we extract six candidate features [8, 10].

(b) () (d)
(e) ® (2

Fig. 2. Defect patterns of cold mill strip (a) dull (b) oil drop (c) slip (d) dent (e) dirt (f) scale (g)
scratch

(a)

In this paper, geometrical features are selected as candidate features. They are area,
area ratio, and compactness. They are not related to the size and direction of the pat-
terns. And, the probabilistic concept of moment has been widely used in pattern rec-
ognition as a practical method to extract features of the shape. Among the moment-
based features, the information useful for the inspection of the defects of cold mill
strips are the length of the longest axis, the ratio of longest axis to shortest axis, and
the spread of a pattern [8, 10]. The data used in constructing the binary tree recognizer
are the feature vectors extracted from the seven types of standard defect patterns. In
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constructing the binary tree using GA, the weights in Eq. (4), w, and w, , are set to 1.

Fig. 3 shows the binary decision tree constructed from standard patterns by GA. Here,
P is a type of pattern, f, is afeature, and C,, represents a class at each node.

Symbol Pl P2 P3 P4 P5 P6 P7
Pattern dull oil slip dent scale dirt scratch
Symbol fl fz f3 f4 f5 f()
Feature | def area  area_ratio COII?eiaSCt- ax1s5rat1 spread long_axis

Fig. 3. Binary decision tree constructed with standard patterns

At each node constructed above, the final recognizer is made by training the BP
neural network with the selected feature subset. The number of nodes in the input
layer is set to the number of the selected features, and the number of nodes in the hid-
den layer is set to 10. By setting the number of nodes in the output layer to 2, the out-
put layer represents the binary decision.

Table 1 shows the results of recognizing the defect patterns of a cold mill strip us-
ing the binary tree recognizer. In this table, the recognition rates of Dent and Slip are
very low. However, the linear classification errors are zero at nodes C,, C,,, and C,,
when constructing the binary decision tree. This means that the standard patterns of
Dent and Slip are classified linearly. Because the least number of features that fit to
classify standard patterns are selected, if the number of standard patterns is small, the
recognizer becomes sensitive to noise.

Table 1. Recognition rate of each defect pattern

No. of Recog./ No. of Pat-

Pattern Recognition rate (%)
terns

Dent 0/3 0.0

Dull 6/12 50.0
Oil drop 4/4 100.0
Slip 1/4 25.0
Dirt 2/2 100.0
Scale 19/22 86.4
Scratch 7/8 87.5

Total 39/55 70.9%
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4 Conclusions

In this paper, we used a binary decision tree classifier to recognize the defect patterns
of a cold mill strip. We have used the cold mill strip of POSCO (Pohang Steel Com-
pany), which consists of 55 defect patterns. At each node of the binary tree, GA was
used for the selection of the best feature subset, and the linear decision function, also
generated by GA, was used to calculate the fitness of a feature subset. There are two
advantages of this method. One is that the construction of the binary decision tree and
the selection of the best feature subset can be executed automatically for the given
patterns. The other is that by designing the fitness function of GA properly, the deci-
sion tree can be obtained by considering the balance of the classes as well as the clas-
sification error.

Current performance is about 71% of recognition rate. Further studies should be
made to design classifiers which have more generalization capabilities and feature
extraction methods which are mutual helpful for the recognition of the defect pattern
of a cold mill strip.
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