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Abstract

■ Music performance requires control of two sequential struc-
tures: the ordering of pitches and the temporal intervals between
successive pitches. Whether pitch and temporal structures are
processed as separate or integrated features remains unclear.
A repetition suppression paradigm compared neural and behav-
ioral correlates of mapping pitch sequences and temporal
sequences to motor movements in music performance. Four-
teen pianists listened to and performed novel melodies on an
MR-compatible piano keyboard during fMRI scanning. The pitch
or temporal patterns in the melodies either changed or repeated
(remained the same) across consecutive trials. We expected
decreased neural response to the patterns (pitch or temporal)
that repeated across trials relative to patterns that changed. Pitch
and temporal accuracy were high, and pitch accuracy improved
when either pitch or temporal sequences repeated over trials.

Repetition of either pitch or temporal sequences was associated
with linear BOLD decrease in frontal–parietal brain regions
including dorsal and ventral premotor cortex, pre-SMA, and
superior parietal cortex. Pitch sequence repetition (in contrast
to temporal sequence repetition) was associated with linear
BOLD decrease in the intraparietal sulcus (IPS) while pianists lis-
tened tomelodies they were about to perform. Decreased BOLD
response in IPS also predicted increase in pitch accuracy only
when pitch sequences repeated. Thus, behavioral performance
and neural response in sensorimotor mapping networks were
sensitive to both pitch and temporal structure, suggesting that
pitch and temporal structure are largely integrated in auditory–
motor transformations. IPS may be involved in transforming
pitch sequences into spatial coordinates for accurate piano
performance. ■

INTRODUCTION

Music from all genres and cultures combine two major
structural features, the ordering of tones (pitch sequences)
and the temporal spacing between successive pitches
(temporal or timing sequences; Palmer, 1997). The specific
combination of pitch and timing sequences contribute to
the perception of a single melody ( Jones, 1987; Jones,
Summerell, & Marshburn, 1987; Jones, Boltz, & Kidd,
1982), yet the two dimensions can also be perceived in-
dependently (Thompson, 1994; Peretz & Kolinsky, 1993;
Palmer & Krumhansl, 1987). The productions of pitch
and of timing sequences are also partially dissociable;
musicians tend to make timing errors when auditory
feedback is delayed and pitch errors when the serial or-
dering of pitches in the auditory feedback is altered
(Pfordresher, 2003). The ways in which pitch and tem-
poral structure in auditory sequences are mapped to
the motor system in production remain poorly under-
stood. This study compared the neural correlates of
pitch and temporal production to illuminate the degree
to which these dimensions are processed independently
or together.

Behavioral evidence conflicts as to whether pitch and
temporal structures are processed independently or in a uni-
fied way by listeners. Some evidence suggests that listeners
are more sensitive to independent pitch or temporal fea-
tures than to how the two features combine. Listenersʼ qual-
ity judgments ofmelodic segments were better predicted by
how listeners rated the separate pitch or temporal content
of the segments than by combined pitch and temporal rat-
ings (Palmer & Krumhansl, 1987). Listeners were also better
at detecting changes to melodic segments that introduced a
novel pitch and/or duration to the musical segment than
those that combined the same pitches and durations differ-
ently (Thompson, 1994). Other evidence suggests that lis-
teners are sensitive to how pitch and temporal structures
combine ( Jones, 1987). Listeners were better at detecting
pitch differences between two melodies whose temporal
structuresweremore predictable (Jones et al., 1982). Listen-
ers were also better at recognizing pitch patterns pairedwith
the same rhythms ( Jones et al., 1987) and discriminating
between rhythms paired with different pitch sequences
(Peretz & Kolinsky, 1993). These findings suggest that pitch
and temporal structures may therefore be perceived as
unified melodies. We investigate the way in which the two
dimensions are processed in melody performance.

When musicians perform a melody, they must produce
a series of actions while monitoring auditory feedback.
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Auditory–motor integration appears to engage a network
of brain regions including auditory and premotor cortex
(PMC), SMA, and parietal regions (Baumann et al., 2007;
Lahav, Saltzman,&Schlaug, 2007; Zatorre, Chen,&Penhune,
2007; Bangert et al., 2006; Hickok & Poeppel, 2004). Little
is known about whether these regions respond differently
to pitch and temporal structure in auditory sequences.
Previous studies have compared the neural response to
ordinal and temporal properties of well-learned motor
sequences (Bengtsson, Ehrsson, Forssberg, & Ullén, 2004)
or visually guided finger movement sequences, in which
spatial information cued specific effector movements and
temporal spacing between visual stimuli cued movement
timing (Garraux et al., 2005; Sakai, Ramnani, & Passingham,
2002; Schubotz & von Cramon, 2001). Ordinal and tem-
poral dimensions of motor or visual–motor sequences
appear to be processed by partially distinct regions of a
frontal–parietal network involved in sensorimotor mapping
(Garraux et al., 2005; Bengtsson et al., 2004; Schubotz &
von Cramon, 2001). In music performance, pitch structure
provides ordinal information by signaling specific effector
movement sequences on an instrument (e.g., keypresses
on a piano), whereas temporal structure organizes move-
ments in timewithout specifying effectors (Chen, Penhune,
& Zatorre, 2008a; Zatorre et al., 2007; Bengtsson, Ehrsson,
Forssberg, & Ullén, 2005). When trained pianists per-
formed musical sequences from notation, different visuo-
motor networks were sensitive to the pitch versus the
temporal structure of the music (Bengtsson & Ullén,
2006). Auditory–motor mapping for pitch and temporal
structure may therefore engage different neural circuits.
Alternatively, auditory–motor networks may respond to
pitch and timing sequences in a melody as an integrated
whole, in which case similar regions may be engaged by
the two dimensions. We tested these alternatives using
fMRI to compare how auditory–motor networks were
engaged in transforming the pitch and temporal structure
of auditory sequences into corresponding actions.

The first goal of this study was to determine which
brain regions were involved in transforming the temporal
structure of a melody into the temporal organization of
corresponding movements. Several sensorimotor regions
are sensitive to the temporal structure of visually guided
motor sequences, including pre-SMA, PMC, BG, and cere-
bellum during specific attention to temporal information
(Schubotz & von Cramon, 2001); the putamen during
temporal sequence manipulation (Garraux et al., 2005);
and inferior parietal, temporal, and ventral PMC (vPMC)
as well as cerebellum when learning temporal sequences
(Sakai et al., 2002). Pre-SMA, inferior frontal, and premotor
regions were sensitive to the temporal structure of well-
learned motor sequences (Bengtsson et al., 2004). Inferior
frontal, inferior temporal, lateral occipital, and parietal
regions were particularly sensitive to temporal information
in musical notation during music performance (Bengtsson
& Ullén, 2006). Similar motor regions including SMA, pre-
SMA, and BG are sensitive to features of auditory temporal

structure during rhythm perception (Grahn & Brett, 2007),
and cerebellum, premotor, parietal and dorso-lateral pFC
are sensitive to temporal structure during short-term re-
tention or synchronization with auditory rhythms (Chen,
Penhune, & Zatorre, 2008b; Lewis, Wing, Pope, Praamstra,
& Miall, 2004; Sakai et al., 1999). Among these regions, the
PMC appears to be particularly sensitive to features of
auditory temporal structure (Chen et al., 2008a, 2008b;
Chen, Zatorre, & Penhune, 2006; Lewis et al., 2004).
Response in dorsal PMC (dPMC) and auditory association
cortex was specifically modulated by the saliency of met-
rical accents while participants tapped along with an iso-
chronous rhythm (Chen et al., 2006). Response in dPMC
was also functionally correlated with auditory cortical
response while participants synchronized with rhythms of
varying complexity (Chen et al., 2008b). PMC was also
engaged by listening to rhythms (Chen et al., 2008a). Thus,
PMC may interface between auditory temporal structure
and movement timing. If the temporal structure of a mel-
ody is mapped to movement independently of pitch struc-
ture in music performance, then temporal structure may
selectively engage dPMC.
The second goal of the study was to determine which

brain regions were involved in transforming melodic pitch
sequences into corresponding actions. Ordinal structure
of visually guided motor sequences engaged SMA, pri-
mary motor, and somatosensory regions and cerebellum
during specific attention to ordinal information (Schubotz
& von Cramon, 2001), the cerebellum during ordinal se-
quence manipulation (Garraux et al., 2005), and superior
parietal, medial-temporal, and occipital regions when
learning an ordinal sequence (Sakai et al., 2002). Superior
parietal cortex and dPMC as well as BG and cerebellum
were sensitive to the ordinal structure of well-learned
motor sequences (Bengtsson et al., 2004). During music
production, superior temporal, medial occipital, and cin-
gulate cortex were particularly engaged by ordinal infor-
mation in musical notation (Bengtsson & Ullén, 2006).
Studies emphasizing auditory pitch structure have impli-
cated ventral frontal motor regions in mapping specific
pitch sequences to specific action sequences. Nonmusi-
cians trained to perform a piano melody showed greater
response in vPMC and inferior frontal cortex when they lis-
tened to the learned pitch sequence as compared with a
novel sequence with the same pitches (Lahav et al.,
2007). Activity in vPMC was also related to how well non-
musicians learned to perform a novel melody but not
random pitch sequences (Chen, Rae, & Watkins, 2012).
Musicians engaged vPMC and inferior frontal regions while
discriminating melodies based on pitch sequences or
harmonies (Brown & Martinez, 2007). Superior parietal
regions may also be sensitive to pitch structure in music;
response in the intraparietal sulcus (IPS) predicted how
well musicians and nonmusicians transformed pitch se-
quences into different musical keys (Foster & Zatorre,
2010a). Thus, whereas vPMC may match specific pitch se-
quences to specific action sequences, parietal regions may
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transform pitch sequences into action-relevant coordinates.
If pitch structure in a melody is mapped to movement in-
dependently of temporal structure in music performance,
then pitch structure may selectively engage vPMC and
parietal regions.
The third goal of the studywas todirectly compare theneu-

ral networks involved in pitch-motor mapping and timing-
motor mapping. When both pitch and temporal structure
are relevant to a musical task, they may be processed by sim-
ilar frontal–parietal regions. Musicians engage dPMC, vPMC,
pre-SMA, and parietal cortex when performing, reading, or
listening to familiar harmonically and rhythmically complex
musical sequences and when simultaneously imagining the
corresponding movements or sounds on their instruments
(Baumann et al., 2007; Meister et al., 2004). Musicians also
engage dPMC and vPMC when synchronizing or planning
to synchronize with auditory rhythms without pitch variation
(Chen et al., 2008a). In a task that required musicians to gen-
erate novel pitch or temporal structure in melodies, generat-
ing either type of structure engaged overlapping regions of
both dPMC and vPMC (Berkowitz & Ansari, 2008), suggesting
that pitch and timing may be at least partially integrated
during motor planning. Pitch and timing dimensions may
therefore engage similar frontal–parietal regions.
In summary, pitch and temporal structuremaybemapped

to motor movements during performance as separate or
integrated features. Thus, the transformation of pitch and
temporal structure into motor movements may engage dis-
tinct or overlapping neural circuitry. In the current study,
we measured BOLD signal while pianists performed an
auditory–motor mapping task on an MR-compatible piano
keyboard. Pianists listened to short melodies and sub-
sequently played them back. The pitch or the timing se-
quences in the melodies either changed or remained
constant (repeated) over consecutive trials. This type of
design has been employed in previous studies to dissociate
ordinal and temporal properties of visuo-motor sequences
(Sakai et al., 2002). It is known that repeated events result
in decreased activity in neurons that process those events,
also called repetition suppression (Grill-Spector, Henson,
& Martin, 2006). We therefore expected pitch or timing
sequences that repeated over trials to cause decreased
neural response in brain regions that process those fea-
tures. If the motor system dissociates pitch and timing
sequences, we predicted reduced response in vPMC or
parietal regions when pitch structure repeated over trials
and reduced response in dPMC when temporal structure
repeated over trials. If the motor system integrates pitch
and timing sequences, we predicted reduced response in
similar premotor and parietal regions to either pitch or
timing repetition. We also expected repetition to influence
pitch and temporal performance accuracy. If pitch and
timing sequences are processed separately, pitch repeti-
tion should improve pitch accuracy and timing repetition
should improve temporal accuracy. If pitch and timing
sequences are integrated, pitch and timing repetition
should improve both pitch and temporal accuracy.

METHODS

Participants

Fourteen healthy right-handed pianists (10 men) who
were 21.88 years old (18–29 years) with 14.47 years
(10–24 years) of formal, private piano training and normal
hearing participated in the study. Handedness was indi-
cated via self-report. No participants possessed absolute
(perfect) pitch (according to self-report and performance
on an absolute pitch assessment). Participantsʼ self-rated
sight-reading abilities ranged from 2 to 5 on a scale of
1–5 (M = 3.43, SE = 0.25). All participants gave written
informed consent before participating in the study, which
was approved by the Montreal Neurological Research
Ethics Review Board.

Equipment

The scanning task was performed on an MR-compatible
electronic piano keyboard (Hollinger, 2008; Hollinger,
Steele, Penhune, Zatorre, & Wanderley, 2007; Figure 1A)
with 11 weighted keys, nine of which were used for the
current study (E through C; Figure 1B). The keyboard
was attached to an adjustable plastic frame that fastened
to the scanning bed. The keyboard was free of ferro-
magnetic parts with all electronic components relegated
to the control room outside the scanner environment.
Acquisition of key presses was accomplished using fiber
optic sensors, which are immune to the scannerʼs electro-
magnetic interference, and movable mirrors attached to
each key. Sensors comprised emitter–receiver pairs of op-
tical fibers andwere connected to a customoptoelectronic
acquisition and control board where light reflected by the
movable mirrors on depressed keys was converted into
electronic signals; these signals were then analyzed and
converted into key triggers sent over USB to a laptop PC.
Presentation software on the laptop PC used the key trig-
gers to control the onset of audio files for pitches cor-
responding to each key on the keyboard. Thus, each
keypress resulted in the corresponding pitch sound. The
current study is one of the first to examine playback on an
instrument that produces real-time auditory pitch feed-
back in the scanner. All sound was presented to partici-
pants binaurally through MR-compatible Etymotic insert
earphones. Sounds were amplified and adjusted to a
comfortable level for each participant.

Stimuli

Fifty-four novel melodies were presented during the
course of the study: 14 practice melodies were presented
during the prescan familiarization, and 40 test melodies
were presented during the scanning task. All melodies
were presented in a piano timbre. Each melody consisted
of eight 500-msec tones and lasted between 2.5 and 3.5 sec
from first to last note onset. All melodies consisted of a
single melodic line for the right hand. During the prescan
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and scanning tasks, each melody was preceded by four
metronome beats (four 10-msec clicks presented in a drum
timbre with an interonset interval of 500 msec). Tones
and metronome clicks were generated in Cubase and out-
put as WAV files, which comprised the stimuli and auditory
feedback from the keyboard.

Melodies differed from one another according to the
pitch sequence, the timing sequence (the sequence of
interonset intervals or IOIs), or both. Fifty-four melodies
were created by combining 40 unique pitch sequences
with 39 unique timing sequences. Each pitch sequence

contained tones from a unique set of five pitches; this
allowed pianists to keep their hand in a single position
on the keyboard when performing each melody, with
one finger per pitch, thus minimizing gross hand or
arm movements during performance. Each pitch se-
quence contained a total of eight pitches; there were
no consecutive pitch repetitions. Each pitch sequence
followed one of four musical keys: F major (14 sequences),
E minor (14 sequences), C major (6 sequences), and
A minor (6 sequences). Musical keys were not equally
represented because the range of pitches available

Figure 1. (A) fMRI-compatible keyboard. (B) Schematic of piano keys present on the keyboard and piano keys used for the current study
(keys labeled with corresponding pitches). (C) Examples of scanning task blocks from each of the four conditions. In each condition, participants
listened to (L) and subsequently played back (P) a melody six times, resulting in six Listen trials and six Playback trials per block (L-P × 6). In all
conditions except the All Repeat condition, three different melodies were presented four times per block; thus, changes in pitch and/or timing
sequences occurred every four trials (every two Listen trials and every two Playback trials). (D) Schematic of the sparse sampling paradigm: timing of
events in Listen trials (L) and Playback trials (P) used in all conditions of the scanning task. Each trial began with four metronome beats (first 2 sec)
followed by the onset of a melody (L) or a participantʼs performance of a melody (P). Listen or Playback occurred within a 4-sec window. This was
followed by the scan acquisition (2.4 sec) sandwiched in between 1-sec and 0.6-sec silence buffers. Silence trials followed the same time course
of events, with the exception that the 4-sec window between the metronome and scan acquisition consisted of silence. Key-cue trials were
10 sec each; in these trials, the metronome was omitted and verbal and musical cues were presented within the 6-sec time window before the
scan acquisition.
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on the keyboard constrained the number of possible pitch
sequences in C major and A minor relative to F major and
E minor (see Figure 1B). Each timing sequence was in
4/4 meter and contained a unique sequence of seven IOIs
that were 1000, 750, 500, or 250 msec in duration (half,
dotted-quarter, quarter, or eighth notes, respectively).

Task Design and Conditions

Pianists performed a listen–playback task in the scanner.
Each trial consisted of either listening to a melody (Listen
trial) or performing the melody that was heard on the
previous trial by ear without notation (Playback trial). Lis-
ten and Playback trials were interleaved such that each
Listen trial was followed by a single Playback trial and vice
versa. Pianists always listened to and played back each
melody twice to increase performance accuracy. Thus,
each melody was heard and played back over four trials:
two Listen and two Playback trials (Listen-Playback-Listen-
Playback; Figure 1C). Trials were grouped into blocks
that consisted of 12 trials: six Listen trials and six Playback
trials, interleaved (Figure 1C). All Listen and Playback
trials began with four metronome beats. Participants
always heard their auditory feedback (all pitches and
pitch onsets) during Playback trials. We used a listen–
playback task rather than a sight-reading task to examine
auditory–motor mapping processes without the influence
of visual–motor or visual–auditory mapping processes.
We therefore tested highly trained pianists who could
perform melodies by ear with minimal error.
Task blocks varied according to whether the pitch and

timing components of each melody changed or remained
constant (repeated) over the course of a block (12 trials).
This manipulation yielded four task conditions: (1) No
Repeat (both the pitch and the timing sequence changed),
(2) All Repeat (both the pitch and the timing sequence
remained constant), (3) Pitch Repeat (only the timing
sequence changed), and (4) Timing Repeat (only the pitch
sequence changed; Figure 1C). In the No Repeat condition,
both the pitch and timing sequence changed every four
trials during the task block: Participants heard and played
back a different pitch and timing sequence every four trials.
Thus, the No Repeat condition contained three pitch
sequence changes and three temporal sequence changes,
and these changes happened simultaneously. In the All
Repeat condition, both the pitch and timing sequence
repeated over all 12 trials in a task block: Participants heard
and played back the same melody during all trials. In the
Pitch Repeat condition, only the timing sequence changed
every four trials whereas the pitch sequence remained
constant over all trials in the block: Participants heard
and played back the same pitch sequence in all trials but
a different timing sequence every four trials. In the Timing
Repeat condition, only the pitch sequence changed every
four trials whereas the timing sequence remained constant
over all trials in the block: Participants heard and played
back the same timing sequence in all trials but a different

pitch sequence every four trials. Thus, the Pitch Repeat and
the Timing Repeat conditions both contained the same
number of sequence repetitions and sequence changes:
12 pitch sequence repetitions and 3 temporal sequence
changes in the Pitch Repeat condition, and 12 temporal
sequence repetitions and 3 pitch sequence changes in
the Timing Repeat condition.

The scanning task was divided into two runs. Each run
consisted of eight task blocks (two per condition), eight
Silence blocks, and two key-cue trials. Each Silence block
lasted the equivalent of two task trials, and each key-cue
trial lasted the equivalent of one task trial. Task and Silence
blocks were interleaved, and each run always began with a
Silence block. Each run contained 114 trials (96 task trials,
16 Silence trials, and 2 key-cue trials) and lasted 19 min
(one run contained an extra 2 Silence trials at the end).
Condition order across both runs was counterbalanced in
a Latin-square fashion, and run order was counterbalanced
across participants. The order of conditions was always the
same within each run, thus maintaining the Latin-square
condition order across the entire scan. To minimize hand
movement during scanning, the entire task was blocked by
musical key such that pianists only had to switch hand
positions on the keyboard three times during the experi-
ment. One run presented melodies in F major followed
by C major, and the other run presented melodies in
E minor followed by A minor. The first task block of each
run as well as each musical key change within a run was
preceded by a key-cue trial containing both a verbal audi-
tory cue (the first author speaking the name of the key)
and a musical auditory cue (a sequence of three pitches
establishing the musical key: the first, third, and fifth scale
degrees). The design was within subjects; the only between-
subject factor was the order in which the two scanning
runs were presented.

Sixteen unique pitch sequences and 16 unique timing
sequences were presented during the scanning task. These
pitch and timing sequences were combined to create
40 novel melodies that were presented during the scanning
task. Pitch sequences were never combined with the same
timing sequencemore than twice, once for Listen and once
for Playback, except during task blocks in the All Repeat
condition. However, each individual pitch and timing se-
quence was presented the same number of times during
the task: Each pitch sequence and each timing sequence
was heard six times (Listen trials) and played back six times
(Playback trials). Stimuli were presented this way to ensure
equal exposure to each pitch and timing sequence (equal ex-
posure to repeated sequences andnonrepeated sequences).

Procedure

Prescan

Participants were screened before scanning to make sure
they could perform the listen–playback task with minimal
error. Participants were trained to accurately execute each
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of the four hand positions on the keyboard that corre-
sponded with the four different musical keys. They then
completed a short version of the scanning task using stim-
uli that were different from those presented during scan-
ning but in the same musical keys. Participants completed
the task on the same keyboard and computer used during
scanning, and they completed the task while blindfolded
to ensure that they could perform without visual input.
Trial structure was identical to that of the scanning task,
and scan acquisition noise was presented at the end of
each trial to make sure that participants could overcome
potential interference from the scanner noise between
Listen and Playback trials. Participants were told to listen
to each melody and play it back by ear on the following
trial as accurately as possible. Participants were instructed
to begin playing after the fourth metronome beat on
playback trials. Participants who produced at least 85%
of the pitches accurately during the playback trials were
included in the study.

Scan

The keyboard was secured to the scanning bed at a comfor-
table armʼs length for the participant. Padding was placed
around participantsʼ right (performing) arm and head to
minimize movement. Participants were reminded of the
hand position for each musical key and were blindfolded
to minimize eye movements. Participants then performed
the scanning task. All keystrokes and keystroke onsets
produced during Playback trials were recorded on-line.

fMRI Acquisition

Scanning was performed on a 3-T Siemens Sonata Imager
with a 32-channel head coil. A high resolution T1-weighted
anatomical scan was first acquired for each participant
(voxel size = 1 × 1 × 1 mm3, field of view = 224 mm2).
Two functional T2*-weighted gradient echo-planar runs
were then acquired for each participant. One run con-
tained 114 volumes and the other, 116 (due to two extra
Silence trials at the end of the run). Each volume contained
40 whole-head interleaved slices (echo time = 30 msec,
repetition time = 10,000 msec, voxel size = 3.5 × 3.5 ×
3.5 mm3, matrix size = 64 × 64 × 40, field of view =
224 mm2); each slice was oriented perpendicular to the
Sylvian fissure.

The two functional runs used a sparse-sampling para-
digm, which minimizes the influence of the BOLD re-
sponse due to scanner noise upon BOLD response to
the task (Gaab, Gabrieli, & Glover, 2007; Belin, Zatorre,
Hoge, Evans, & Pike, 1999). Volumes were acquired every
10 sec (repetition time = 10 sec) and took 2.4 sec to
acquire. Stimulus presentation or performance took place
within the 7.6 sec between scan acquisitions (Figure 1D).
This paradigm takes advantage of the 4- to 6-sec delay in
the hemodynamic response peak following a stimulus or
event (Glover, 1999).

Behavioral Analyses

Performance on the Playback trials during scanning was
assessed for pitch accuracy and temporal accuracy. Each
measure was calculated separately for every Playback trial
for each participant. Pitch accuracy was calculated as the
percentage of correctly-produced pitches in each Play-
back trial. Omitted and substituted pitches were counted
as errors. Temporal accuracy was calculated as the per-
centage of correctly produced IOIs in each Playback trial.
Correct IOIs were defined as those which fell within a
range defined by upper and lower limits set to halfway
between the target IOI and neighboring target IOIs
(126–374 for a target IOI of 250 msec, 376–624 for a tar-
get IOI of 500 msec, 626–874 for a target IOI of 750 msec,
and 876–1124 for a target IOI of 1000 msec), similar to
Drake and Palmerʼs (2000) coding of temporal errors.
To assess the change in performance accuracy across

trials in each condition, change in performance accuracy
from Trial 1 to successive trials was also examined. The
first trial of every condition served as a baseline for sub-
sequent trials because repetition or change manipulations
occurred from Trial 2 onward. For each task block and
performance accuracy measure, the first Playback trial
value was subtracted from each subsequent Playback
trial value (Trials 2–6) and divided by the first Playback trial
value. This calculation yielded five percent change values
for each performance accuracy measure (pitch accuracy
and temporal accuracy) for each block of the scanning task.

fMRI Analyses

Functional MRI data were analyzed using the fMRI of the
Brain Centre (FMRIB) Software Library (FSL, www.fmrib.
ox.ac.uk/fsl; Smith et al., 2004). Functional images were
preprocessed using FEAT (FMRIBʼs Expert Analysis Tool);
images were motion corrected using MCFLIRT (Motion
Correction FMRIB Linear Registration Tool; Jenkinson,
Bannister, Brady, & Smith, 2002) and spatially smoothed
using a Gaussian kernel of 8-mm FWHM. The first volume
of each functional run and volumes pertaining to key-cue
trials were discarded from analyses. A high-pass filter of
100 sec was used to remove low-frequency drift. Non-
brain tissue was removed from functional and anatomical
scans using BET (Brain Extraction Tool; Smith, 2002). Each
participantʼs functional images were registered to their
respective structural images using FLIRT (FMRIBʼs Linear
Registration Tool; Jenkinson et al., 2002; Jenkinson &
Smith, 2001) with 7 degrees of freedom. Each participantʼs
structural images were registered to MNI-152 standard
space using nonlinear registration (FNIRT: FMRIBʼs Non-
linear Registration Tool) with 12 degrees of freedom.
Statistical analysis was based on the general linear

model. Statistical maps of activity corresponding to repe-
tition suppression effects were computed using a linear
contrast. Each parameter estimate represented a linear
decrease in BOLD signal across the six Listen trials or
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the six Playback trials in one of the four conditions (for a
total of eight parameter estimates). For each condition,
Trials 1–6 (Listen or Playback trials) were assigned the
following contrast coefficients: 5, 3, 1, −1, −3, −5.
These values represent an equal magnitude of decrease
following each trial. All Silence trials were assigned values
of 0. Thus, the z statistical maps for each parameter
estimate represented voxels whose BOLD response
over Listen or Playback trials showed a significant linear
decrease, compared with silence, for one of the four
conditions. This model was assumed to be the most
conservative test of repetition suppression because it
assumed a continuous decrease in response over all six
trials. Because any changes in the pitch and/or timing se-
quence only occurred every other trial, both pitch and
timing sequences repeated every two trials (Trials 1–2,
3–4, and 5–6) in each condition. A linear contrast across
all six trials was therefore used to capture the repetition
response of interest rather than response to repetition
between every two trials. The above analyses were first
performed at the subject level, separately for each run,
and then averaged across runs for each participant using
higher-level, fixed effects modeling in FEAT. Group aver-
ages were obtained by submitting each single-subject
activation map into a stage 1 group analysis in FLAME
(FMRIBʼs Local Analysis of Mixed Effects; Woolrich,
Behrens, Beckmann, Jenkinson, & Smith, 2004). z Statis-
tical images were thresholded using clusters determined
by z > 2.3 and a corrected significance threshold of
p < .05. Anatomical localization was determined using
the Juelich histological atlas (Eickhoff et al., 2007), the
Harvard–Oxford cortical and subcortical structural
atlases, and the cerebellar atlas, which are part of the FSL
software.
Repetition suppression response to pitch sequences

and to timing sequences were compared at the group level
in conjunction analyses between the Pitch Repeat and
Timing Repeat conditions. Conjunction analyses were per-
formed by taking the spatial intersection between above-
threshold (z > 2.3, p < .05, corrected) statistical maps for
the Pitch Repeat and Timing Repeat conditions (Nichols,
Brett, Andersson, Wager, & Poline, 2005). Repetition sup-
pression responses to pitch and timing were also con-
trasted in two subtractions: Pitch Repeat minus Timing
Repeat (Pitch Repeat > Timing Repeat) and Timing Repeat
minus Pitch Repeat (Timing Repeat > Pitch Repeat). Pitch
Repeat and Timing Repeat conditions were also contrasted
with the All Repeat condition to determine how responses
to pitch or timing repetition were influenced by concurrent
change in the other dimension. Each condition was also
contrasted with the No Repeat condition to confirm that
response was due to repetition. Each of the above sub-
tractions was first performed at the subject level and then
averaged across subjects. Each analysis described above
was performed separately for Listen and Playback trials.
A post hoc ROI analysis was performed using Featquery

in FSL to more closely examine the BOLD response to

pitch and timing repetition and to examine the relation-
ship between BOLD response and performance accu-
racy. For each subject, percent BOLD signal change at
each Listen and Playback trial in each condition was aver-
aged across a 7-mm-radius sphere centered on a peak
voxel from contrasts of interest. To examine whether
BOLD response during either listening or performance
predicted behavioral performance, BOLD response in
the ROIs at each Listen or Playback trial was correlated
with pitch and temporal accuracy at each Playback trial
in each condition.

RESULTS

Behavioral Results

Pitch Accuracy

Mean pitch accuracy at each Playback trial in each condition
is displayed in Figure 2A. Pitch accuracy was assessed in a
2 (Pitch Repetition: pitch sequence repeats or changes
over trials) × 2 (Timing Repetition: timing sequence re-
peats or changes over trials) × 6 (Trial: Trials 1–6) repeated-
measures ANOVA. The Pitch Repetition factor reflected a
contrast between the mean of the All Repeat and Pitch
Repeat conditions versus the mean of the Timing Repeat
and No Repeat conditions; similarly, the Timing Repetition
factor reflected a contrast between the mean of the All
Repeat and Timing Repeat conditions versus the mean of
the Pitch Repeat and No Repeat conditions (this is the case
for all subsequent ANOVAs reported). An interaction
between Pitch Repetition and Trial, F(5, 65) = 9.45, p <
.05, indicated that pitch accuracy increased over trials when
pitch repeated (Trials 2–6 > Trial 1; HSD = 5.60, p < .05)
but not when pitch changed. An interaction between
Timing Repetition and Trial, F(5, 65) = 2.71, p < .05, indi-
cated that pitch accuracy also increased over trials
when timing repeated (Trials 2, 4, 5, and 6> Trial 1, Trials 4
and 6 > Trial 3; HSD= 4.98, p< .05) but not when timing
changed. There was no three-way interaction. Thus, pitch
accuracy increased when either pitch or timing sequences
repeated over trials.

To examine how pitch or timing repetition influenced
the magnitude of pitch accuracy improvement, percent
change in pitch accuracy from Trial 1 was examined in
a 2 (Pitch Repetition) × 2 (Timing Repetition) × 5 (Trial:
Trials 2–6) repeated-measures ANOVA. Pitch accuracy
was expected to improve more from Trial 1 to subse-
quent trials when pitch repeated versus when pitch
changed over trials. This result was demonstrated by a
main effect of Pitch Repetition, F(1, 13) = 21.65, p <
.05: Percent change in pitch accuracy was greater when
pitch repeated compared with when pitch changed over
trials (Figure 2B). There was no main effect of Timing
Repetition, indicating that the amount of pitch accuracy
change over trials was not influenced by whether timing
sequences repeated or changed over trials. There were
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no two- or three-way interactions. Thus, the magnitude
of pitch accuracy improvement was greater when pitch
sequences repeated versus when pitch sequences changed
over trials.

Temporal Accuracy

Mean temporal accuracy at each Playback trial in each
condition is displayed in Figure 2C. Temporal accuracy
was examined in a 2 (Pitch Repetition) × 2 (Timing
Repetition) × 6 (trial) repeated-measures ANOVA.
Temporal accuracy was expected to increase over trials
when timing sequences repeated versus changed over
trials. Temporal accuracy increased on average over trials,
as indicated by a main effect of Trial, F(5, 65) = 8.39, p <
.05 (Trials 2–6 > Trial 1, Trials 2, 4, 6 > Trial 3,HSD= 3.43,
p< .05). Temporal accuracy was worst in the Pitch Repeat
condition, as indicated by an interaction between Pitch
Repetition and Timing Repetition, F(1, 13) = 7.70, p <
.05 (HSD = 2.79, p < .05). There were no two-way inter-
actions between Pitch Repetition and Trial or between
Timing Repetition and Trial, and there was no three-way
interaction. Thus, temporal accuracy did not benefit from
either timing repetition or pitch repetition. Temporal accu-

racy was high overall (M = 95.94%, SE = 0.36) and may
have been near ceiling even at early trials. Participantsʼ
mean tempo was 512.70 msec (SE = 0.86) per quarter
note, with a prescribed quarter note IOI of 500 msec; this
suggests that participants adhered closely to the prescribed
tempo during playback trials.
To examine how pitch or timing repetition influenced

the magnitude of temporal accuracy improvement, per-
cent change in temporal accuracy from Trial 1 was exam-
ined in a 2 (Pitch Repetition) × 2 (Timing Repetition) ×
5 (Trial) repeated-measures ANOVA. Temporal accuracy
was expected to improve more when timing repeated
versus changed. Contrary to expectation, there was no
main effect of Pitch or Timing Repetition. There was no
interaction between Pitch Repetition and Trial. A main
effect of Trial, F(4, 52) = 7.49, p < .05, and a two-way
interaction between Timing Repetition and Trial, F(4,
52) = 2.77, p < .05, were driven by lowest accuracy
improvement at Trial 3 than at other trials when timing
did not repeat (HSD = 5.72, p < .05); temporal accuracy
improvement did not differ across trials when timing
repeated. Thus, the magnitude of temporal accuracy
improvement was not sensitive to either pitch or timing
repetition (Figure 2D).

Figure 2. Pitch and temporal
accuracy during Playback
trials. (A) Mean pitch accuracy
(percent correct) at each
Playback trial in each of the
four scanning task conditions.
(B) Mean percent change in
pitch accuracy from Playback
Trial 1 to each subsequent
Playback trial in conditions
where pitch repeated
(average of the Pitch Repeat
and All Repeat conditions)
compared with conditions
where pitch changed (average
of the Timing Repeat and
No Repeat conditions). (C)
Mean temporal accuracy
(percent correct) at each
Playback trial in each of the
four scanning task conditions.
(D) Mean percent change
in temporal accuracy from
Playback Trial 1 to each
subsequent Playback trial
in conditions where timing
repeated (average of the
Timing Repeat and All
Repeat conditions) and
conditions where timing
changed (average of the
Pitch Repeat and No Repeat
conditions). Error bars
represent standard error.
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fMRI Results

Linear BOLD Decrease in the No Repeat Condition

As expected, no brain regions showed significant linear
BOLD decrease in this control condition, either during
Listen or Playback trials. No below-threshold activation
was detected. This result suggests that the model of linear
BOLD response decrease was appropriate for examining
repetition suppression across the six Listen or Playback
trials.

Linear BOLD Decrease in the All Repeat Condition

Brain regions whose BOLD response decreased linearly
when both pitch and timing repeated over Listen trials
included dPMC, pre-SMA, vPMC, mid-PMC, superior and
inferior parietal cortex, insular cortex, and BG (Table 1). A

similar network of regions showed linear BOLD response
decrease over Playback trials: dPMC, pre-SMA, and inferior
frontal gyrus (IFG), as well as ACC and ventrolateral pFC
(VLPFC; Table 1). Thus, repeated listening to or playback

Table 1. Brain Regions Showing Linear Response Decrease
with Pitch and Timing Repetition

Brain Region

Listen Trials Playback Trials

(x, y, z) z (x, y, z) z

All Repeat Condition

Pre-SMA (−2, 6, 60) 4.02 (−10, 20, 38) 3.94

dPMC (−20, 0, 54) 3.77 (−26, 2, 58) 3.1

(24, −4, 52) 3.16

mid-PMC (−42, −2, 44) 3.93

vPMC/IFG (−44, 2, 26) 4.38

IFG (−52, 8, 14) 3.38

(50, 20, 8) 2.99

VLPFC (−36, 26, −8) 4.01

(38, 26, −8) 3.76

ACC (8, 34, 12) 4.1

(−6, 30, 20) 3.85

SPL (−16, −62, 50) 4.16

(20, −62, 52) 4.39

IPS (−44, −36, 34) 4.58

(44, −36, 44) 4.1

IPL (−50, −34, 44) 4.36

Insula (−28, 26, 2) 3.12

(32, 26, 2) 3.26

Caudate (16, 20, 0) 3.57

(−14, 18, −2) 3.5

Putamen (−18, 14, −2) 3.61

MNI coordinates of peak activations from the All Repeat condition and
peak z values significant at p < .05, corrected. SPL = superior parietal
lobule; IPL = inferior parietal lobule.

Table 2. Brain Regions Showing Linear Response Decrease
with Pitch Repetition

Brain Region

Listen Trials Playback Trials

(x, y, z) z (x, y, z) z

Pitch Repeat Condition

Pre-SMA (−2, 6, 60) 4.08 (−6, 24, 42) 3.41

dPMC (−34, −2, 64) 4.47 (−24, 2, 70) 3.63

(34, −2, 58) 4.38 (22, 12, 66) 3.87

mid-PMC (−52, 0, 42) 3.72 (52, 2, 44) 2.85

(52, 2, 46) 4.08

vPMC/IFG (−52, 10, 20) 4.25 (−58, 10, 36) 3.35

(52, 10, 26) 4.01 (52, 8, 34) 2.59

IFG (−48, 34, 14) 3.62 (−52, 30, 20) 3.56

(54, 20, 24) 3.67

MFG (−32, 2, 64) 4.19 (36, 2, 64) 3.36

(36, 2, 62) 4.08

VLPFC (−32, 24, −6) 3.30 (−36, 20, −12) 3.86

(34, 26, −8) 3.10 (34, 26, 4) 3.65

Insula (32, 24, 4) 4.07

(−32, 24, −2) 3.23

SPL (−24, −68, 54) 4.45 (−18, −68, 54) 3.42

(12, −64, 64) 4.26 (16, −62, 62) 3.58

IPS (36, −42, 42) 3.71

(−38, −38, 44) 3.78

IPL (−50, −36, 52) 3.92

(56, −38, 54) 3.56

STG (−60, −18, 4) 3.73

(60, −18, 2) 3.71

Cerebellum

Vermis VI (2, −70, −14) 3.67 (−2, −82, −24) 3.04

Vermis VIIIa (−2, −70, −42) 3.66

Left VI (−32, −40, −40) 3.62

Left VIIb (−28, −72, −58) 3.65

Right VI (28, −46, −36) 3.63 (10, −74, −20) 3.02

Right Crus I (38, −72, −26) 3.73 (8, −82, −22) 2.93

Right VIIb (12, −76, −44) 2.91

MNI coordinates of peak activations from the Pitch Repeat condition
and peak z values significant at p < .05, corrected. SPL = superior pari-
etal lobule; IPL = inferior parietal lobule.
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of both pitch and timing sequences concurrently was ac-
companied by decreased BOLD response in frontal motor
regions that primarily involved the PMC and pre-SMA.

Linear BOLD Decrease in the Pitch Repeat Condition

Regions whose BOLD response decreased linearly when
only pitch repeated over Listen trials included dPMC,
vPMC, mid-PMC, pre-SMA, IFG, middle frontal gyrus
(MFG), VLPFC, superior parietal cortex, and the cerebel-
lum, as well as the IPS, inferior parietal cortex, insular
cortex, and the superior temporal gyrus (STG; Table 2).
Similar regions showed linear BOLD response decrease
over Playback trials: dPMC, vPMC, mid-PMC, pre-SMA,
IFG, MFG, VLPFC, superior parietal cortex, and the cerebel-
lum (Table 2, Figure 3A). Thus, repeated listening to or
playback of pitch sequences was accompanied by
decreased BOLD response in a frontal–parietal network,
similar to the network that responded to concurrent pitch
and timing repetition.

Linear BOLD Decrease in the Timing Repeat Condition

Regions whose BOLD response decreased linearly
when only timing repeated over Listen trials included
dPMC, pre-SMA, ACC, superior and inferior parietal
cortex, and STG (Table 3). No brain regions showed
above-threshold linear BOLD decrease over Playback
trials. To examine whether this condition engaged a
similar sensorimotor network as the other conditions,

z statistical maps were examined at a lower statistical
threshold (z > 2.3, p< .05 uncorrected). Below-threshold
linear BOLDdecrease was detected in pre-SMA, dPMC, IFG,
and VLPFC, as well as superior and inferior parietal cortex
(Table 3, Figure 3B). Thus, timing repetition engaged simi-
lar frontal–parietal regions as pitch repetition or concurrent
pitch and timing repetition, albeit less robustly.

Conjunction: Linear BOLD Decrease in the Pitch Repeat
and Timing Repeat Conditions

To determine which brain regions responded similarly in
the Pitch Repeat and Timing Repeat conditions, a con-
junction analysis was performed between these condi-
tions, separately for Listen and Playback trials. Regions
showing linear response decrease in both conditions in-
cluded dPMC, pre-SMA, STG, superior and inferior parie-
tal cortex, and IPS during Listen trials (Figure 4A) and
dPMC, pre-SMA, vPMC/IFG, superior and inferior parietal
cortex, and VLPFC during Playback trials (Figure 4B).
Thus, frontal motor regions and parietal regions re-
sponded similarly to pitch and timing sequence repetition
during Listen and Playback trials, suggesting that a large
part of the motor system responds to pitch and temporal
structure as integrated features.

Subtraction: Contrast in Linear BOLD Decrease between
the Pitch Repeat and Timing Repeat Conditions

Subtraction analyses were performed to determine how
neural response decreases differed between the Pitch

Figure 3. (A) z Statistical images, thresholded at z > 2.3 ( p < .05, corrected), of brain regions showing linear BOLD response decrease during
Playback trials in the Pitch Repeat condition. (B) z Statistical images (thresholded at z > 2.3, p < .05, uncorrected) of brain regions showing below-
threshold linear BOLD response decrease during Playback trials in the Timing Repeat condition.
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Repeat and the Timing Repeat conditions. Subtraction of
the Pitch Repeat condition from the Timing Repeat con-
dition revealed no significant differences. Subtraction of
the Timing Repeat condition from the Pitch Repeat condi-
tion revealed significantly greater linear decrease in bilat-
eral superior and inferior parietal cortex, including
bilateral IPS, in the Pitch Repeat condition (Table 4,
Figure 5A). An additional contrast between the All Repeat
condition and the Timing Repeat condition (All Repeat >
Timing Repeat) also revealed significant linear BOLD
response decrease in IPS. Subtraction of the All Repeat con-
dition from the Pitch Repeat condition revealed no
significant differences in IPS response. Together, these
contrasts suggest that IPS response was sensitive to pitch
repetition regardless of whether timing changed or not.

ROI Analysis (IPS)

To illustrate BOLD response decrease in IPS to pitch and
timing repetition, percent BOLD signal change was ex-
tracted from ROIs centered around left and right peak
voxels in IPS from the Pitch Repeat > Timing Repeat

contrast (left: −40, −58, 46; right: 38, −40, 50). Percent
BOLD signal change was extracted from the left and
right ROI for each Listen and Playback trial in each con-
dition; values from left and right ROIs were then aver-
aged, as results were similar for either ROI separately.
Mean percent change in BOLD response across right
and left IPS in each condition is plotted over Listen and
Playback trials in Figure 5B. This graph further illustrates
the results of the subtraction analyses above: BOLD
response in IPS decreased over Listen trials only when
pitch repeated.

Because IPS response was sensitive to pitch repetition
but not timing repetition, we examined whether IPS re-
sponse during either listening or performing influenced
participantsʼ ability to perform pitch sequences correctly.
Each participantʼs mean pitch accuracy score at each of
the six Playback trials was correlated with each participantʼs
mean percent BOLD signal change in IPS at each of the
six Playback or Listen trials, separately in each condition.
Both Pearsonʼs and Spearmanʼs rank correlations were
conducted due to the nonnormality of the pitch accuracy
score distribution. Pitch accuracy correlated negatively with
IPS response during Listen trials (Pearsonʼs r = −.36,
Spearmanʼs r = −.32, ps < .05; Figure 5C) and during
Playback trials (Pearsonʼs r = −.25, Spearmanʼs r = −.32,
ps < .05; Figure 5D), only in the Pitch Repeat condition.
As BOLD signal in IPS decreased with pitch repetition
over trials, pitch accuracy increased. IPS response did
not correlate with pitch accuracy in any other condition.
Thus, IPS response during both planning (listening) and
execution (performance) influenced participantsʼ ability
to accurately produce pitch sequences across consecutive
repetition trials, when pitch sequences repeated across
trials.

DISCUSSION

The aim of the current study was to directly compare how
two basic levels of musical sequence structure, pitch struc-
ture and temporal structure, are transformed into corre-
sponding actions. We used a repetition suppression
paradigm to identify brain regions sensitive to the two
features. Behaviorally, both pitch and temporal accuracy
improved across trials, validating the use of the repetition
suppression paradigm. Improvement in pitch accuracy
was facilitated by either pitch or temporal repetition but
more so by pitch repetition. Repetition of pitch or temporal
sequences corresponded to linear BOLD decrease in dPMC
and pre-SMA, as well as vPMC, parietal cortex, and VLPFC.
For Listen trials only, pitch sequence repetition was asso-
ciated with linear BOLD decrease in IPS. The BOLD re-
sponse decrease in IPS during Listen and Playback trials
predicted pitch accuracy improvement during pitch but
not temporal sequence repetition. Overall, the results
demonstrate that frontal–parietal networks are similarly
sensitive to both pitch and temporal structure but that
parietal regions aremore responsive to pitch structure. Thus,

Table 3. Brain Regions Showing Linear Response Decrease
with Timing Repetition

Brain Region

Listen Trials Playback Trialsa

(x, y, z) z (x, y, z) z

Timing Repeat Condition

Pre-SMA (0, 10, 54) 3.26 (−10, 14, 54) 2.33

(−4, 2, 66) 2.99

dPMC (−10, 10, 66) 3.19 (−16, 8, 60) 3.08

(18, 8, 60) 2.81 (36, 8, 50) 2.92

IFG (−50, 6, 20) 2.98

VLPFC (−32, 26, 4) 3.36

(34, 22, 6) 3.53

Frontal Pole (−32, 48, 24) 2.89

(36, 46, 28) 3.01

ACC (10, 24, 28) 3.03

SPL (−6, −60, 68) 3.48 (−10, −56, 70) 2.97

(26, −56, 58) 2.82

IPL (−44, −32, 42) 3.05 (−60, −32, 40) 2.78

IPS (−44, −34, 38) 2.68 (−34, −46, 42) 2.67

STG (−58, −18, −4) 3.62

(66, −16, 4) 3.57

MNI coordinates of peak activations from the Timing Repeat condition
and peak z values significant at p < .05, corrected. SPL = superior pari-
etal lobule; IPL = inferior parietal lobule.
aFor Playback trials, peak z values are thresholded at z > 2.3 and are
significant at p < .05, uncorrected.
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these findings suggest that pitch and temporal structure
are largely integrated in auditory–motor transformations.

Pitch and Temporal Accuracy

Pianistsʼ performance accuracy during playback trials
was similarly influenced by pitch and temporal structure;
repetition of either dimension improved performance.
The results suggest that pitch and temporal processing
interacted, because timing repetition influenced pianistsʼ

ability to play the correct sequence of pitches. Temporal
accuracy was high overall and did not benefit from pitch
or temporal repetition. Only pitch showed a dimension-
specific effect in which pitch accuracy improved more
with pitch sequence repetition than with temporal
sequence repetition; this suggests some separability of
pitch and temporal processing.

BOLD Response to Pitch and Timing

Frontal motor regions, including dPMC and pre-SMA,
were similarly responsive to both pitch and timing repe-
tition during listening and performance, suggesting that
these regions process the two dimensions together. Pre-
vious studies of auditory rhythm reproduction (without
pitch variation) have implicated both of these regions
in the temporal organization of movement (Chen et al.,
2006, 2008a, 2008b; Grahn & Brett, 2007; Lewis et al., 2004;
Sakai et al., 1999) as well as dPMC in both pitch and rhythm
production (Berkowitz & Ansari, 2008). Thus, dPMC and
pre-SMA may have a generalized role in integrating multi-
ple sensory cues that are relevant to a single unified action
(Hoshi & Tanji, 2007), as well as in selecting from mul-
tiple stimulus-cued actions or response options (Cisek &
Kalaska, 2005; Grafton, Fagg, & Arbib, 1998). The current re-
sults are also consistent with the proposed role of pre-SMA
in sequential organization of actions (Sakai, Hikosaka, &
Nakamura, 2004; Janata & Grafton, 2003) or conflict reso-
lution between multiple motor plans (Nachev, Wydell,

Table 4. Brain Regions Showing Greater Linear Response
Decrease with Pitch Repetition than Timing Repetition

Brain Region

Listen Trials

(x, y, z) z

Pitch Repeat > Timing Repeat

SPL (−24, −68, 54) 3.38

(18, −62, 54) 3.4

IPL (56, −42, 54) 3.52

(−64, −36, 38) 2.90

IPS (−40, −58, 46) 3.1

(38, −40, 50) 2.99

MNI coordinates of peak activations and peak z values significant at p <
.05, corrected. SPL = superior parietal lobule; IPL = inferior parietal
lobule.

Figure 4. (A) Conjunction between z statistical maps of linear BOLD response decrease in the Pitch Repeat and Timing Repeat conditions for
Listen trials. (B) Conjunction between above-threshold z statistical maps of linear BOLD response decrease in the Pitch Repeat condition during
Playback trials (z > 2.3, p < .05, corrected) and below-threshold z statistical maps of linear BOLD decrease in the Timing Repeat condition
during Playback trials (z > 2.3, p < .05, uncorrected).
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OʼNeill, Husain, & Kennard, 2007); coding for both pitch-
related and temporally related motor plans is consistent
with either of these functions. In addition to dPMC, vPMC
was also sensitive to both pitch and temporal structure,
although less strongly to temporal structure. This result
further suggests a role of vPMC in processing temporal
cues for movement (Chen et al., 2006, 2008a, 2008b),
not just pitch cues (Brown & Martinez, 2007; Lahav et al.,
2007). Overall, the similarity in frontal motor response to
pitch and timing suggests that these dimensions are mainly
processed together when musicians are using auditory
information to produce movement.
Response decrease to pitch and temporal structure was

also similar in superior and inferior parietal regions and
VLPFC. Parietal cortex forms part of the dorsal “action”
processing stream (Rauschecker & Scott, 2009; Hickok
& Poeppel, 2004; Goodale & Milner, 1992) and was likely
involved in transforming the pitch and temporal dimen-
sions of sound into motor-relevant coordinates. Response
decrease in VLPFC to pitch or temporal repetition may
have reflected decreasing memory retrieval demands dur-
ing the task. VLPFC is thought to be engaged in active

memory retrieval requiring top–down control or selection
among options (Kostopoulos & Petrides, 2003; Petrides,
Alivisatos, & Evans, 1995). Such a retrieval process may
have been more strongly engaged during early task trials
when memory demands are greatest.

BOLD Response Decrease in IPS

Bilateral regions of IPS showed significant response
decrease during pitch repetition compared with timing
repetition. Response decrease in this region also pre-
dicted increase in pitch accuracy over trials during pitch
repetition only. This region has been associated with
spatial processing (Husain & Nachev, 2007) and mental
rotation of visual objects (Zacks, 2008; Jordan, Heinze,
Lutz, Kanowski, & Jäncke, 2001). However, IPS may play
a more general role in reorganizing or transforming
multimodal information (Foster & Zatorre, 2010a; Cusack,
2005; Grefkes, Weiss, Zilles, & Fink, 2002). This region is
also engaged in auditory sequence transformations such
as imagining temporally reversed melodies or mentally
transposing melodies into different musical keys (Foster

Figure 5. (A) z Statistical map (thresholded at z > 2.3, p < .05, corrected) of brain regions showing greater linear BOLD response decrease
in the Pitch Repeat than in the Timing Repeat condition (Pitch Repeat > Timing Repeat) during Listen trials. (B) Mean percent BOLD signal
change in IPS at each Listen and Playback trial in each condition. (C) Pearson correlation between mean percent BOLD signal change in
IPS at each Listen trial and mean pitch accuracy for each participant (n = 84) in the Pitch Repeat condition. (D) Pearson correlation between
mean percent BOLD signal change in IPS at each Playback trial and mean pitch accuracy for each participant (n = 84) in the Pitch Repeat
condition.
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& Zatorre, 2010a, 2010b; Zatorre, Halpern, & Bouffard,
2010). IPS receives inputs from multiple sensory regions
(Frey, Campbell, Pike, & Petrides, 2008) and has been
engaged in cross-modal object recognition (Grefkes et al.,
2002). IPS may therefore transform structures into differ-
ent, cross-modal coordinate systems while preserving the
relationship among elements in the structure (Foster &
Zatorre, 2010a; Grefkes, Ritzl, Zilles, & Fink, 2004). In the
current study, this region may have been involved in trans-
forming pitch sequences into spatial coordinates on the
keyboard. Pianists may have imagined musical notation as
they performed the task, which may have also engaged the
IPS (Meister et al., 2004), although the crucial coordinate
transformation in the current task was that of sound to
spatial coordinates. Parietal response to pitch repetition
was only greater during Listen trials, suggesting that the
transformation from sound to space may have taken place
mainly while pianists were planning their upcoming
movements. Nonetheless, IPS response decrease during
both listening and performance predicted pitch accuracy
improvement suggesting that it is involved in both planning
and performance.

Overall, the results suggest that pitch and temporal
structures are largely integrated in auditory–motor trans-
formations in music performance, which is consistent
with behavioral evidence for pitch-timing integration in
melody perception and memory ( Jones, 1987; Jones
et al., 1982, 1987). Our findings do not suggest that
networks that process pitch and timing are identical, be-
cause some brain regions were more sensitive to pitch
than to temporal repetition, and pitch and temporal rep-
etition influenced behavioral performance differently;
moreover, the two dimensions can be perceived sepa-
rately by listeners (Thompson, 1994; Palmer & Krumhansl,
1987). Our findings suggest that similar motor networks
are sensitive to repeated pitch and temporal structure
when auditory sequences are transformed into motor se-
quences. Pitch and temporal structure may be processed
more independently for different tasks (Bengtsson & Ullén,
2006). Peretz and Kolinsky (1993) suggested that pitch and
temporal features are processed independently at early
processing stages and integrated at later stages. Integrating
pitch and temporal structures may be particularly advan-
tageous when planning upcoming motor sequences is
cognitively demanding, such as when performers must
generate novel sequences (Berkowitz & Ansari, 2008) or
when performers must plan entire movement sequences
in advance, as in the current listen–playback task. In con-
trast, tasks that require less planning such as performing
well-learned sequences (Bengtsson et al., 2004) or per-
forming from musical notation (Bengtsson & Ullén, 2006)
may entail more independent processing of pitch and
temporal sequence structures. In the current task, both
pitch and temporal structure were also present in each of
the stimuli, which may have enhanced integration because
pianists had to plan and executemovements based on both
structures at once. Overall, the current findings suggest

that the motor system organizes responses based on multi-
ple sensory cues and that this engages dPMC (Hoshi &
Tanji, 2007), vPMC, pre-SMA, and parietal regions. Although
the current study examined skilled performers, non-
musicians may engage similar networks to produce pitch
and temporal structure in auditory sequences; nonmusi-
cians have recruited similar frontal–parietal networks as
those described above during auditory–motor mapping
tasks such as synchronizing with auditory rhythms (Chen
et al., 2008b; Jäncke, Loose, Lutz, Specht, & Shah, 2000),
listening to or silently performing musical sequences while
imagining correspondingmovements or sounds (Baumann
et al., 2007), or learning to perform melodies by ear (Chen
et al., 2012; Lahav et al., 2007). Therefore, our findings
may generalize to nonskilled performers and potentially
to other types of auditory–motor skills.
In summary, we have demonstrated that similar pre-

motor and parietal networks are engaged in transforming
pitch and temporal structures in music into motor move-
ment, suggesting that the motor system processes pitch
and temporal structure together. Parietal regions, IPS in
particular, may specifically contribute to transforming
pitch sequences into spatial coordinates for motor re-
sponse. These findings contribute to our current knowl-
edge of auditory–motor integration by demonstrating
how motor regions respond to different levels of auditory
sequence structure. The current findings suggest that
much of the motor system is capable of processing multi-
ple action-relevant stimulus features together, which
may facilitate coordination of complex actions.
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