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Abstract

■ Humans are able to find and tap to the beat of musical rhythms
varying in complexity from childrenʼs songs to modern jazz. Musi-
cal beat has no one-to-one relationship with auditory features—it is
an abstract perceptual representation that emerges from the inter-
action between sensory cues and higher-level cognitive organiza-
tion. Previous investigations have examined the neural basis of
beat processing but have not tested the core phenomenon of find-
ing and tapping to the musical beat. To test this, we used fMRI and
had musicians find and tap to the beat of rhythms that varied from
metrically simple to metrically complex—thus from a strong to a
weak beat. Unlike most previous studies, we measured beat tap-
ping performance during scanning and controlled for possible
effects of scanner noise on beat perception. Results showed that

beat finding and tapping recruited largely overlapping brain re-
gions, including the superior temporal gyrus (STG), premotor cor-
tex, and ventrolateral PFC (VLPFC). Beat tapping activity in STG
and VLPFC was correlated with both perception and performance,
suggesting that they are important for retrieving, selecting, and
maintaining the musical beat. In contrast BG activity was similar
in all conditions and was not correlated with either perception
or production, suggesting that it may be involved in detecting audi-
tory temporal regularity or in associating auditory stimuli with a
motor response. Importantly, functional connectivity analyses
showed that these systems interact, indicating that more basic sen-
sorimotor mechanisms instantiated in the BGwork in tandemwith
higher-order cognitive mechanisms in PFC. ■

INTRODUCTION

A defining characteristic of our interactions with music
is the ability to identify and move to the “beat” (Large,
Fink, & Kelso, 2002; Snyder & Krumhansl, 2001; Parncutt,
1994). The beat is an abstract property of a piece of music,
corresponding to the strongest or most salient temporal
pulse (Handel, 1989; Lerdahl & Jackendoff, 1983; Cooper
& Meyer, 1960). Beat strength or saliency is influenced by
multiple acoustic cues, such as duration, intensity, and
pitch, that create accents (Snyder & Krumhansl, 2001;
Parncutt, 1994; Essens & Povel, 1985; Povel & Essens,
1985). The more temporally regular are the accents; the
more salient andpredictable is thebeat. Regularly occurring
patterns of strong and weak beats are grouped together
to create the percept of meter (e.g., waltz or march time;
Palmer & Krumhansl, 1990; Handel, 1989). Rhythms with
a consistent, predictable meter create a strong beat per-
cept and are easier to remember and reproduce (Chapin
et al., 2010; Grahn & Brett, 2007; Essens & Povel, 1985).
Musical beat has no direct, one-to-one relationship with

specific auditory features—it emerges from the interaction
between acoustical cues and higher-level cognitive organi-
zation (Handel, 1989; Essens & Povel, 1985; Povel & Essens,
1985). We can even perceive a clear beat in a rhythm when
there is no sound present at the beat location (Snyder &
Large, 2005), and voluntarily imposing a beat modulates
early auditory processing (Iversen, Repp, & Patel, 2009). Be-
cause of these features, metrical structure and musical
beat can vary from salient to ambiguous, something well
understood by composers and listeners—just compare a
Sousa march to a jazz improvization by Coltrane.

Previous neuroimaging studies have examined beat
processing, but none has directly assessed the core phe-
nomenon of finding and tapping to the beat of a musical
rhythm. “Finding” the beat requires integrating acoustic
cues to identify temporal regularity. Thus, understanding
the neural basis of beat finding can shed light on more
general brain mechanisms that parse incoming auditory
information. Tapping to the beat requires using the iden-
tified metrical structure to predict upcoming auditory
events and to pace movement. Understanding the neural
basis of beat tapping can thus inform us about auditory–
motor interactions relevant for motor control, music, and
speech. A more fundamental question is whether beat
finding and tapping are best understood as unique processes
or whether they depend on more general neurocognitive
mechanisms. Finally, we can ask whether they rely on
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basic sensorimotor mechanisms, on higher-order cognitive
mechanisms, or on an interaction between the two.

Neuroimaging studies of beat processing have consis-
tently shown activity in the BG, and these findings have
been interpreted as demonstrating a specific role for these
structures in beat identification or tracking (Chapin et al.,
2010; Fujioka, Zendel, & Ross, 2010; Grahn & Rowe, 2009;
Grahn & Brett, 2007). However, these experiments did not
include an active beat tapping condition and thus could not
link behavioral measures of beat finding or tapping to BG
activity. Most importantly, these studies do not address
how listeners identify the beat in more complex rhythms
or how they move to the beat.

Previous work in our laboratory has examined brain
activity when people tap in synchrony with rhythms that
varied in metrical complexity or beat strength (Chen,
Penhune, & Zatorre, 2008a, 2008b). We found that audi-
tory association areas, the premotor cortex, and prefron-
tal regions were recruited during synchronization. Activity
in all of these regions was greater for weaker beats and
functional connectivity analyses showed that they inter-
act. Additionally, we found that musicians showed better
rhythm synchronization and greater neural activity in PFC
than nonmusicians (Chen et al., 2008b), perhaps because
they have a stronger internal representation of the beat or
are better able to hold it in memory (Kung, Tzeng, Hung,
& Wu, 2011; Zatorre, Halpern, & Foster, 2010). Taken to-
gether, we proposed that auditory and premotor regions
are engaged in integrating auditory information with mo-
tor response and that prefrontal regions might be relevant
for retrieving or maintaining the rhythm representation
during reproduction (Zatorre, Chen, & Penhune, 2007).

Although our previous experiments manipulated beat
strength, they did not directly examine beat processing be-
cause people tapped to each sound in the rhythm, rather
than to the underlying beat. Therefore, the current fMRI ex-
periment specifically tested musiciansʼ ability to find and
tap to the beat of rhythms that varied inmetrical complexity
or beat strength (Povel & Essens, 1985). We used a sparse-
sampling design to measure beat tapping during scanning
to link brain activity directly to performance. Furthermore,
the stimuli were designed such that any effects of scanner
noise on rhythmic processing were controlled. On the basis
of our previous work, we hypothesized that auditory, pre-
motor, and prefrontal regions would be engaged in beat
finding and tapping, particularly for metrically complex
rhythms when beat strength was weak. Another goal of
the experiment was to elucidate the role of the BG in beat
processing by testing its engagement across a range of beat
strengths and by using a beat tapping response.

METHODS

Participants

Participants were trained musicians (instruments included:
strings, piano, percussion, woodwinds, and brass). Eleven

musicians participated in the fMRI experiment (five women;
mean age = 24.73 years, SD = 5.18 years, range = 20–
38 years; mean years of training = 13.73, SD= 3.13, range =
8–18), and eight in the behavioral pilot study (sevenwomen;
mean age = 31.29 years, SD = 3.12 years, range = 26–
37 years; mean years of training = 19.18, SD= 8.44, range =
13–27). No participants participated in both the pilot and
fMRI studies. All participants were right-handed, neuro-
logically healthy, and had normal hearing. The experimen-
tal protocol was approved by the Montreal Neurological
Institute (MNI) and Hospital Research Ethics Board. After
completing the study, participants were debriefed and
compensated for their time.

Experimental Design for fMRI and Behavioral
Pilot Studies

In both the behavioral pilot and fMRI experiments, partic-
ipants were presented with three repetitions of a single
rhythm (Figure 1). During the first presentation, they were
instructed to listen closely and to try to identify the beat of
each rhythm, and during the second and third presenta-
tions, they were instructed to tap to their selected beat.
The noise generated by the MR acquisition is rhythmic

and is known to affect the perception of auditory stimuli
(Gaab, Gabrieli, & Glover, 2007a, 2007b). Most previous
studies have not controlled for the possible effect of scanner
noise on beat perception. Therefore in the current study,
we implemented two complementary design features to
minimize any effect of scanner noise (Figure 2). First, we
used the sparse sampling technique (Gaab et al., 2007b;
Belin, Zatorre, Hoge, Evans, & Pike, 1999) where stimuli
are presented in silence, followed by scan acquisition. Sec-
ond, we fitted the temporal structure of both the rhythms
and task trials to the temporal parameters of the fMRI ac-
quisition. Thus, the duration of each trial, the scan acquisi-
tion, and the intertrial interval all were integer multiples
of the smallest interonset interval (IOI) between sounds
in the rhythms. Furthermore, the onset of the scanner
bursts, the onset of each rhythm, and the onset of each
trial all occurred on the predicted pulse of the rhythms.
To confirm that these manipulations were effective

in minimizing the effect of scanner noise, we conducted
a behavioral pilot experiment comparing beat finding
and tapping with and without recorded scanner noise
(Figure 3A). The pilot experiment used the identical stim-
uli and trial structure as the fMRI experiment.

Stimuli and Task Conditions

Sixty-eight rhythms were created based on Povel and
Essens rules of metrical organization (Essens & Povel,
1985; Povel & Essens, 1985; Figure 1). Each rhythm was
composed of eleven 100-msec woodblock sounds (for
examples of the stimuli, visit http://www-psychology.
concordia.ca/fac/penhune/index.html). By changing the
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pattern of IOIs between the sounds, we created rhythms
that varied across four levels of metrical regularity, from
strongly metrical rhythms, where the beat was easy to iden-
tify, to weakly metrical rhythms, where the beat was diffi-
cult to identify. To be sure musicians needed to find the
beat for each rhythm and could not simply carry over the
beat from the previous item, half of the rhythms were in
duple meter and half were in triple meter. There were also
two tempi, fast and slow, where the smallest IOIs were 195
and 260 msec, respectively.
The rhythm stimuli were developed based on the prin-

ciple that an important feature influencing metrical
strength is the number of sounds that occur at predicted
beats for a specific meter (Essens & Povel, 1985; Povel &
Essens, 1985). For example, as shown in Figure 1, in the
strongly metrical duple meter, 8 of the 11 sounds fall on
a predicted beat, whereas for the weakly metrical meter,
only five sounds fall on the beat. Each of the duple
rhythms contained 5 eighth notes (195 and 260 msec
in fast and slow tempi, respectively), 3 quarter notes
(390 and 520 msec), 1 dotted quarter note (585 and
780 msec), and 1 half note (780 and 1040 msec). Thus,
rhythms at the fast and slow tempi were 3.51 and 4.68 sec
in duration with an interbeat interval (IBI) of 390 and

520 msec, respectively. With the same total number and
type of notes, rhythms in the same tempo differed only
in their temporal organization and the number of tones
that fell on the predicted beat (5, 6, 7, or 8).

To allow for the fact that some musicians might per-
ceive the duple meter as a quadruple meter, the location
of the sounds that fell on the beat were controlled such
that the four levels of metrical regularity remained the same
in quadruple meter (i.e., IBIs were 780 and 1040 msec in
fast and slow tempo, respectively) and the number of
sounds on the beat varied from 5 in the strongly metrical
rhythms to 2 in the weakly metrical rhythms.

On the basis of the same rules, the number of tones
on the beat in triple meter varied from 7 in the strongly
metrical rhythms to 4 in the weakly metrical rhythms. To
create strongly metrical triple rhythms without syncopa-
tion the musical durations were changed slightly. Each
of the strongly triple rhythms contained 5 eighth notes
(195 and 260 msec in fast and slow tempi, respectively),
2 quarter notes (390 and 520 msec), and 3 dotted quarter
note (585 and 780 msec). All of the other triple rhythms
used the same durations as the duple rhythms. The IBI for
triple rhythms was 585 msec in the fast tempo and 780msec
in the slow tempo.

Figure 1. Rhythm stimuli. This figure illustrates examples of the four levels of metrical complexity for rhythms in duple (upper half ) and triple meter
(lower half ). All rhythms contained the same number of tones which were arranged to create four levels of increasing metrical complexity perfectly
metric, strongly metric, metric, and weakly metric. (Left) Schematic depiction of the temporal organization of each rhythm, with the time of
sound onset (x) in relation to the beat location (dot). The metrical stress or beat structure of the rhythms is represented along the x axis
(S = strong; w = weak). (Right) Same rhythms in musical notation.
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On each trial, participants were presented with three
repetitions of a single rhythm (Figures 3A and 4A). During
the first presentation, they were instructed to listen and
try to find the beat—the Find Beat condition. During the
second and third presentations, they were instructed to tap
in synchrony with the beat—the Tap Beat condition. To
control for brain activity purely related to the tap response,
a control condition was implemented in which participants
listened and then tapped to isochronous rhythms (where
all IOIs are equal) that matched the number of taps they
made in the Tap Beat condition. To do this, for each par-
ticipant, the number of taps made for each rhythm in the
Tap Beat condition was recorded on-line during scanning
and divided into the total rhythm duration. The resulting
interval for each rhythm was used to generate an isochro-
nous rhythm, which was presented in the next block of
trials. For example, if the total duration of a rhythm was
4680 msec, and the participant executed six taps in the
Tap Beat condition, then the IOI for the Tap Isochronous
condition would be 780 msec (4680/6). As with the rhythm
conditions, during the first presentation of the isochronous
rhythm, participants were instructed to listen only—the
Listen Isochronous condition, and during the second and
third presentations, they were asked to tap to each tone—
the Tap Isochronous condition. Thus, the Tap Isochronous

condition contained the same number of tap responses as
the Tap Beat condition, hence controls for this motor vari-
able within each individual. The Find Beat and Tap Beat
conditions were presented in blocks of eight rhythms,
followed by a block of eight Listen Isochronous and Tap
Isochronous trials based on the preceding rhythms. Finally,
a Silence/Rest condition was inserted between each trial
of all conditions.

Procedure—fMRI Experiment

Familiarization

Two days before the fMRI session, participants were famil-
iarized with the procedure using 16 rhythms not used in
the fMRI session. Test trials were the same as the Noise
condition of the pilot experiment, where participants
heard recorded scanner noise between presentations of
the rhythm stimuli (see below).

Scan Session

Thirty-two rhythms were used in the fMRI session. Partic-
ipants completed two runs, containing four blocks of
eight rhythms. The Find Beat and Tap Beat conditions

Figure 2. Temporal alignment of the rhythm stimuli with the fMRI sparse sampling protocol. This figure illustrates the timing of the presentation
of the rhythmic stimuli in the sparse-sampling protocol used for the fMRI and behavioral pilot studies. Each rhythm/isochronous sequence was
presented three times (1 = listen; 2 and 3 = tap), interleaved with image acquisition (fMRI) of scanner noise (behavioral study).
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were presented in the first and third blocks, and the cor-
responding Listen Isochronous and Tap Isochronous
controls were presented in the second and fourth blocks
(see Figure 4A). The number and order of meter types
(duple/triple), metrical regularities (strong to weak), and
tempo (fast/slow) were counterbalanced across par-
ticipants. Rhythms were presented binaurally through
Siemens MR-compatible pneumatic sound transmission
headphones at a sound intensity of 75 dB sound pressure
level (as measured using a sound pressure meter), using
Presentation software (version 0.8, from Neurobehavioral
Systems) on a PC computer. All conditions were performed
with eyes closed, and tap responses (key onset and offset
times) were collected on-line. After the fMRI session, the
32 rhythms were presented again, and participants rated
how easy they found it to tap to the beat after each sequence,
using a 7-point scale (1 = very easy to 7 = very difficult),
by pressing a corresponding number on the keyboard.

Procedure—Behavioral Pilot Experiment

To test the effect of scanner noise on beat finding and tap-
ping, we compared performance with and without
recorded scanner noise (Figure 3A). In the Noise condi-
tion, we interleaved recorded scanner noise between
the presentations of the rhythms to mimic the sparse sam-
pling protocol. In the no-noise (Click) condition, we inter-
leaved a click (2000 Hz, 5 msec in duration) at the point
corresponding to the onset of the scanner noise to con-
trol for the temporal reference provided by the noise. At
the end of each Click trial, a tone was played to coincide
with the end of the scanner noise and the completion of
the trial. Across subjects, the order of presentation of the
Noise and Click conditions was counterbalanced. Within
the Noise and Click conditions, the number and order
of meter types (duple/triple); metrical regularities (strong
to weak) and tempo (fast/slow) were counterbalanced.

Figure 3. Behavioral pilot protocol and results. (A) The protocol for the behavioral pilot study, which compared beat tapping performance with
scanner noise (Noise) and without scanner noise (Click). Each rhythm sequence was presented three times (1 = listen; 2 and 3 = tap). (B) Presents
the data for (1) subjective rating of ease of tapping to the beat, (2) Cor/Total, (3) Cor/Predicted taps, (4) magnitude of onset asynchrony, and
(5) percent deviation of ITI. Each variable is plotted across the four levels of metricality. Solid lines represent data from the Noise condition,
and dotted lines represent data from the Click condition. Data are reported as means ± SE.
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Rhythms were presented at a comfortable intensity level
through Sony headphones using Presentation software
(version 0.8, from Neurobehavioral Systems) on a PC com-
puter. Participantsʼ tap responses were recorded on-line
and scored as described below. In addition, after each trial,
participants rated how easy they found it to tap to the beat,
using the same 7-point scale described above.

Behavioral Data Analysis

To analyze participantsʼ ability to tap to the beat, the tap
onsets from the Tap Beat condition for each rhythm were
compared with the onsets of the closest predicted beat.
First, tap response data were inspected to identify the beat
level at which each participant had tapped (duple vs. quad-
ruple or triple vs. sextuple) to avoid penalizing those who
tapped at different levels. Then each tap was scored as cor-
rect or incorrect based on a tolerance window of ±20% of
the correct interval duration. This is a moderately restric-
tive window, with previous studies using windows ranging
from 10% to 50% (Patel, Iversen, Chen, & Repp, 2005;
Drake, Jones, & Baruch, 2000; Parncutt, 1994). Two mea-
sures of accuracy were then calculated: Cor/Predicted is
the number of correct beat taps divided by the predicted
number of beats in each rhythm (depending on the level
selected by the participant), and Cor/Total is the number of
correct beat taps divided by the total number of taps made.
Cor/Predicted tells us how accurate the participant was
compared with an absolute criterion. Cor/Total tells us
how accurate the participant was compared with their
own output.

The timing of each tap in the sequence was assessed
using measures of intertap interval (ITI) and asynchrony.
The ITI measures the ability to sustain the inferred met-
rical structure to the acoustic sequence. We calculated the
deviation (in absolute value) of a participantʼs ITI relative
to the nominal IBI, as a percentage score (% ITI deviation);
the greater the deviation, the poorer the performance.
Asynchrony assesses the ability to time the onset of a
motor response with the onset of a nominal beat. For this
measure, the absolute value of asynchrony was calculated
because we were only interested in quantifying the amount
of phase mismatch without regard for whether participants
were tapping ahead or lagging behind the nominal beat.
Lastly, all dependent variables were calculated for each
synchronized tap participants made averaged across all
trials for each rhythm type.

To confirm these measures of beat tapping, we used
three measures drawn from circular statistics used to
evaluate the accuracy of tapping to a beat. First, we cal-
culated the synchronization coefficient or vector strength
(Chapin et al., 2010; Patel, Iversen, Bregman, & Schultz,
2009; Fisher, 1993), which quantified how well taps were
time-locked to the perceived beat. Synchronization co-
efficients can range from 0 (no synchronization) to 1
( perfect synchronization). Second, we calculated the
relative phase, which refers to the difference between

the tap onset and the expected beat onset at a particular
metrical level, normalized for the IBI. We used the abso-
lute value of the relative phase, which can range from
0 to 180 degrees, with zero indicating no difference or
perfect phase synchrony and 180 indicating antiphase
synchrony. Finally, we calculated the angular deviation,
a measure of variability in relative phase analogous to a
standard deviation. Each dependent variable was calculated
for each synchronized tap participantsmade averaged across
all trials for the Tap Beat and Tap Isochronous conditions.

fMRI Data Acquisition and Analysis

Scanning was performed on a 1.5-T Siemens Sonata
imager. High-resolution T1-weighted anatomical scans
were collected for each participant (voxel size = 1 × 1 ×
1 mm3, matrix size = 256 × 256). A total of 133 vol-
umes were obtained for each of the two runs in the func-
tional T2*-weighted gradient-echo-planar scans (132 =
16 rhythm sequences × 3 repetitions each, 16 isochronous
sequences × 3 repetitions each, 32 silent baseline scans,
4 instruction scans), where the first volume was dis-
carded. Whole-head interleaved scans (n = 26) were
taken, oriented in a direction orthogonal to that of the
Sylvian Fissure (echo time = 50 msec, repetition time =
9360 msec, voxel size = 5 × 5 × 5 mm3, matrix size =
64 × 64 mm2, field of view = 320 mm2). A sparse sam-
pling protocol (i.e., long repetition time) ensured that
the BOLD signal of the auditory stimuli would not be con-
taminated with the BOLD response of the acquisition
noise (Belin et al., 1999). Furthermore, this paradigm
avoids behavioral and thus neural interactions that may
occur when auditory stimuli of a rhythmical nature are
concurrently processed with the loud rhythmical scanner
noise.
Images from each scan were realigned with the second

frame of the first run as reference, motion-corrected using
the AFNI software (Cox, 1996), and smoothed using an
8-mm FWHM isotropic Gaussian kernel. For each partici-
pant, both anatomical and functional volumes were trans-
formed into standard stereotaxic space (Talairach &
Tournoux, 1988) based on the International Consortium
for Brain Mapping (ICBM) 152 template (Mazziotta et al.,
2001). Statistical analysis of fMRI data was based on the
general linear model (Y = Xβ + ε), performed using
fMRISTAT (Worsley et al., 2002; available at www.math.
mcgill.ca/keith/fmristat). Error (ε) and temporal drift are
modeled and removed. A design matrix containing the
explanatory variables (X ) in each column and volume
acquisition in each row is organized and the linear model
is then fit with the fMRI time series (Y ), solving parameter
estimates (β) in the least squares sense, yielding estimates
of effects, standard errors, and t statistics for each contrast,
for each run. Runs are combined together within and then
across subjects using a mixed-effects model (Worsley et al.,
2002), generating group statistical maps for each contrast
of interest.
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For initial contrasts, we pooled together all trials col-
lapsed across tempo, meter, and degree of metricality.
To determine the brain regions engaged during beat find-
ing we performed the contrast Find Beat versus Silence. To
show that the brain regions engaged during beat finding
were not recruited in the control condition, we performed
the contrast Listen Isochronous versus Silence. Altlhough
it was not possible to equate the number of auditory
stimuli between Find Beat and Listen Isochronous, we
nonetheless performed a direct contrast between these
conditions to clarify the results of the contrasts with Si-
lence. To determine the brain regions engaged during
beat tapping, we performed the contrast Tap Beat versus
Tap Isochronous. Lastly, to show that the brain regions
engaged during beat tapping were not recruited in the con-
trol condition, we performed the contrast Tap Isochronous
versus Rest (Silence). To determine brain regions com-
monly recruited by the Find Beat and the Tap Beat con-
ditions, a conjunction analysis was performed for the two
principal contrasts [Find Beat vs. Listen Isochronous] ∩
[Tap Beat vs. Tap Isochronous]. The conjunction analy-
sis was implemented using the minimum of the t statistic
obtained from each contrast (Friston, Penny, & Glaser,
2005). Thus, only those voxels that survive a common
threshold were considered significantly activated in the
conjunction analysis.
For the regression analyses, we pooled together trials

collapsed across tempo and meter for the Find Beat and
Tap Beat conditions. To determine the brain regions
modulated by metricality, we modeled the four levels of
beat strength as a linear regressor, where Level 1 repre-
sents rhythms that are strongly metrical and Level 4 repre-
sents rhythms that are weakly metrical. In addition, we also
modeled each participantʼs subjective rating score across
the four levels to determine the brain regions related to
subjective perception of metrical complexity. Lastly, we
modeled each participantʼs performance score (Cor/Total)
across the four levels to determine the brain regions re-
lated to beat tapping accuracy. Regressors for subjective
beat strength and accuracy were weighted from strong
to weak and worst to best (parallel to the weighting for
metric levels). On the basis of the results of the contrasts
and regression analyses, %BOLD signal change was ex-
tracted from voxels in the superior temporal gyrus (STG)
and ventrolateral PFC (VLPFC) and plotted for the four
levels of metricality as well as their respective isochronous
control conditions.
We used functional connectivity analyses to deter-

mine how the time course of neural activity in the STG
(seed taken from the analysis regressing beat strength;
see Table 5) and VLPFC (seed taken from the contrast
Tap Beat vs. Tap Isochronous; see Table 2) were cor-
related with the time course of activity in the rest of the
brain. To determine how the functional connectivity of
these regions was modulated by the stimulus manipula-
tion, we used a variant of the psychophysiological interac-
tions method proposed by Friston et al. (1997; available

at www.math.mcgill.ca/keith/fmristat). We looked for
changes in connectivity when participants tapped to the
beat of the most strongly metric rhythms compared with
the weakly metric rhythms. In modeling the stimulus-
modulated changes in temporal coherence, the effects of
the stimulus are accounted for such that correlations are
between the voxels of interest and not with those of the
stimulus already identified from the covariation analysis.
Thus, in the general linear model, an interaction product
between the stimulus (X ) and reference voxel value (R)
is added as a regressor variable at each time point for every
voxel and is solved for: Yij = Xiβ1j + Riβ2j + XiRiβ3j + ε,
where Yij is the voxel value at each frame i, for each voxel
j. Slice timing correction is also implemented and the voxel
values at each frame are extracted from native space. The
effect, standard error, and t statistic are then estimated
using fMRISTAT as described previously.

All analyses were evaluated using p < .05 (t statistic =
5.0) corrected for multiple comparisons as determined
by the minimum of the Bonferonni correction based on
Gaussian random field theory and discrete local maximum
(Worsley, 2005). Regions that were predicted a priori
[STG, ventral premotor cortex (vPMC), dorsal premotor
cortex (dPMC), PFC, dorsolateral PFC (DLPFC), VLPFC]
were evaluated using a false discovery rate set at p < .05.
Localization of peak neural activity was classified using
anatomical atlases (Schmahmann et al., 1996; Duvernoy,
1991; Talairach & Tournoux, 1988) and/or previously estab-
lished criteria (Picard & Strick, 1996; Westbury, Zatorre, &
Evans, 1996).

RESULTS

Behavioral Pilot Study

Measures of behavioural performance and subjective
ratings were evaluated using two-way repeated-measures
ANOVAs to compare Click and Noise conditions across four
levels of metrical complexity (Figure 3B). No significant
differences between the Click and Noise conditions were
obtained for any of the variables analyzed, and there were
no significant interactions. As predicted, metrical com-
plexity significantly influenced tapping performance such
that participants were less accurate for more metrically
complex rhythms [Cor/Total: F(3, 21) = 27.74, p < .001;
Cor/Predicted: F(3, 21) = 21.29, p < .001; onset asyn-
chrony: F(3, 21) = 11.26, p < .001; and ITI deviation:
F(3, 21) = 12.76, p < .001]. The synchronization co-
efficient showed a significant decrease across levels of
metricality, F(3, 21) = 11.34, p < .001, and significant
increases were also demonstrated in mean direction of
relative phase, F(3, 21) = 27.81, p < .001, and angular
deviation, F(3, 21) = 11.07, p< .001. These results confirm
that beat tapping was less consistent for more complex
meters, where beat strength was weaker. Consistent with
behavioral performance, subjective ratings also showed
that participants rated strongly metrical rhythms easier to
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tap to than weakly metrical rhythms, F(3, 21) = 29.18,
p < .001. Critically, there was no significant differences
between the Noise and Click conditions and no inter-
actions [F(1, 7) values for all analyses < 1]. These results
demonstrate that the combined use of a sparse sampling
paradigm and matching of the temporal structure of the
rhythms and task trials to the pace of the scanner noise
was effective in minimizing the impact of noise on beat
finding and tapping.

fMRI Behavioral Results

Tap Beat Condition

Measures of behavioural performance from the Tap Beat
condition and the subjective ratings collected after scanning
were evaluated using one-way repeated-measures ANOVAs
across the four levels of metrical regularity (Figure 4B). The
manipulation of metricality significantly influenced tapping
performance for both indices of accuracy [Cor/Total: F(3,

30) = 11.13, p < .001; Cor/Predicted: F(3, 30) = 8.61, p <
.001] and ITI deviation, F(3, 30) = 6.74, p= .001; the onset
asynchrony showed a trend in the same direction but did
not reach significance, F(3, 30) = 1.90, p = .152. Analysis
of the synchronization coefficient values showed a signifi-
cant decrease across levels of metricality, F(3, 30) = 5.37,
p < .005, confirming that beat tapping was less consistent
in the weaker beat conditions (Table 1). The analysis of
the mean relative phase and angular deviation showed
consistent results, with an increase in phase discrepancy
and variability with decreasing metricality [Table 1; relative
phase: F(3, 30) = 9.24, p < .001; angular deviation: F(3,
30) = 5.42, p < .005]. Participant ratings showed that par-
ticipants also found it was easiest to tap to the beat when
the rhythm was strongly metric than when it was weakly
metric, F(3, 30) = 14.42, p < .001. Critically, variables
showed significant linear regression values across levels of
metricality (Cor/Total: R2 = .32, p < .001; Cor/Predicted:
R2 = .16, p = .008), deviation of ITI (R2 = .09, p = .05),
and subjective rating (R2 = .23, p = .001) indicating that

Figure 4. fMR protocol and behavioral results. (A) Protocol for the fMRI study. Each rhythm/isochronous sequence was presented three times
(1 = listen; 2 and 3 = tap). (B) Presents the data for (1) subjective rating of ease of tapping to the beat, (2) Cor/Total taps, (3) Cor/Predicted taps,
(4) magnitude of onset asynchrony, and (5) percent deviation of ITI. Each variable is plotted across the four levels of metricality. Data are reported
as means ± SE.
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musicians tapped less precisely to the predicted beats with
increasing metrical ambiguity.
We also assessed at which level of the metrical structure

people were tapping. For the duple meter, approximately
50% of rhythms were tapped as duple and 50% as qua-
druple meter. There were no significant differences across
levels of metricality or for the fast and slow rates (all
paired t tests, p > .05). For the triple meter, more than
95% of the sequences were tapped as triple and less
than 5% as sextuple meter. The results were also similar
across the levels of metricality and rates (all paired t tests,
p > .05). Finally, people did not appear to tap at different
levels within the same rhythm as confirmed by an analy-
sis of the average ITI across the four levels of metricality
showing no significant differences across level, F(3, 30) =
1.6, p > .05. If participants had changed rates within
sequences, this would result in differing ITIs, especially

for the more complex rhythms where beat identification
is more difficult.

Isochronous Control Conditions

The Listen and Tap Isochronous control conditions were
designed to control for the effect of the rate and number
of taps made in the Tap Beat condition. To confirm that
rate was similar in the two conditions, we compared the
IOIs of the auditory stimuli in the Listen Isochronous con-
dition with the ITIs of the Tap Beat condition and found
no significant differences between conditions, F(1, 10) <
1, p = .57, or across levels of metricality, F(3, 30) = 2.40,
p = .09 (Table 1). When comparing the number of taps
made in the Tap Beat and the Tap Isochronous conditions,
we found a significant difference between conditions,
F(1, 10) = 10.12, p = .01 (Mean Rhythm = 14.25; Mean

Table 1. Values of the Circular Statistics for Rhythmic and Isochronous Sequences

Metric Level Rhythmic Sequences Isochronous Sequences

Circular Statistic

Synchronization coefficient 1 0.688 0.947

2 0.646 0.948

3 0.622 0.949

4 0.628 0.949

Mean relative phase
(degrees)

1 61.5 27.1

2 68.6 27.3

3 77.1 26.8

4 82.5 27.9

Angular deviation
(degrees)

1 0.863 0.328

2 0.934 0.327

3 0.974 0.324

4 0.964 0.322

Metric Level Rhythmic Sequences (Mean ITI) Isochronous Sequences (Mean IOI)

Number of Taps 1 13.6 12.9

2 14.4 14.1

3 13.9 13.5

4 15.1 14.6

Rate (msec) 1 673.49 683.86

2 648.15 645.60

3 665.00 663.51

4 614.51 620.57

Table details behavioral measures of beat synchronization for the rhythmic and isochronous sequences in the tapping and finding conditions: Level 1 =
perfectly metric; Level 2 = strongly metric; Level 3 = metric; Level 4 = weakly metric.
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Isochronous = 13.76), and a significant effect across levels,
F(3, 30) = 3.93, p = .018 (Mean Perfectly Metric = 13.2;
Mean Strongly Metric = 14.2; Mean Metric = 13.7; Mean
Weakly Metric = 14.9). People made slightly fewer taps
in the Tap Isochronous condition and fewer taps for the
Perfectly Metrical compared with theWeakly Metrical condi-
tions. These differences were relatively small (Tap Beat −
Tap Isochronous = 0.49 taps; Weakly Metric − Perfectly
Metric = 1.7 taps) and were thus unlikely to result in differ-
ential BOLD response for the two conditions.

To assess accuracy, we compared Cor/Total for Tap
Isochronous compared with Tap Beat and found a signif-
icant interaction between conditions and metrical levels,
F(3, 30) = 11.62, p < .001. In the Tap Beat condition,
there was a significant effect of Metrical Level, such that
tapping was less accurate for more weakly metrical
rhythms, F(3, 30) = 11.13, p < .001 (see Figure 4). In
the Tap Isochronous condition, there was no effect of
Level, with equal accuracy for all levels, F(3, 30) < 1, p =
.938 (Mean Cor/Total Tap Isochronous = 88.11% ± 3.99;
Perfectly Metric = 87.4; Strongly Metric = 88.3; Metric 3 =
88.1; Weakly Metric = 88.6). Although we might have ex-
pected almost perfect accuracy in the Tap Isochronous
condition, people missed occasional taps at the begin-
ning or end of the sequences. Importantly, however,
analysis of the synchronization coefficient values showed

almost perfect synchronization for the Tap Isochronous
condition (Mean = 0.948), with no significant differences
across metrical levels (Table 1), F(3, 30) < 1, p = .867.
Analyses of the mean relative phase and angular devia-
tion also showed overall smaller phase discrepancies
and lower variability comparedwith the Tap Beat conditions
(relative phase: for both measurements, F(1, 10) > 149.71,
ps < .001), with no differences across levels of metricality
(Table 1; F(3, 30) < 1 for both measurements, ps > .72).
Finally, to assess whether the tempo of the isochronous

conditions might differ from the predicted beat of the
rhythms we compared the IOIs for the isochronous con-
ditions to the predicted IBIs for the rhythms across the
four levels of metricality. The results showed no differ-
ences between the conditions, F(1, 10) < 1, p = .765, or
across levels of metricality (for four levels, pair-t10 < 1.59,
ps > .143), indicating that the fit of the beat of the iso-
chronous conditions to the scanner noise was similar to
that of the other rhythm conditions.

fMRI Results

Finding the Beat

To identify the basic network of brain regions engaged
in beat finding, we contrasted Find Beat both with Silence

Figure 5. Brain regions engaged in finding the beat and tapping to the beat. (A) The results for beat finding. (B) The results for listening to an
isochronous beat. (C) The results for tapping to the beat. The color bar represents t values; range 10.0–4.0. (a) VLPFC, (b) STG/STS, (c) pre-SMA
and SMA, (d) vPMC and dPMC, (e) caudate, (f ) cerebellum (Lobules VI and VIIIa). In the graphs at the bottom %BOLD signal change is plotted
for voxels of interest in left and right VLPFC and right STG across the four levels of metricality for each condition (Find Beat, Listen Isochronous,
Tap Beat, and Tap Isochronous). Data are reported as means ± SE.
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Table 2. Beat Finding and Tapping

Region

Beat Finding
(Find Beat vs. Silence)

Beat Finding
(Find Beat vs. Listen Iso)

Beat Tapping
(Tap Beat vs. Tap Iso)

MNI Coordinates MNI Coordinates MNI Coordinates

t x y z t x y z t x y z

L STG 6.17 −64 −40 16

6.04 −38 −34 14

5.46 −48 −20 2 5.53 −44 −10 −8 4.27* −46 −22 4

5.18 −48 −34 12 3.66* −46 −36 4

5.08 −62 −28 8

L ant STG 5.58 −52 −2 −2

5.05 −64 −10 4

R STG 7.46 62 −34 10

7.00 62 −26 6

6.63 54 −22 6 4.5* 54 −24 4 5.53 54 −22 6

5.05 42 −36 14 5.27 50 −30 8

L VLPFC 6.94 −30 22 −2 6.11 −28 22 −2 6.77 −32 22 −2

R VLPFC 6.70 32 22 0 7.44 34 22 −2 6.56 34 22 −2

5.97 34 20 8 6.48 40 16 −2

R lat VLPFC 4.94* 48 20 0 7.55 50 20 −4 7.22 54 18 −6

L DLPFC 3.26* −40 32 32

R DLPFC 4.91* 44 44 12

R BA 8 5.53 40 26 22

5.20 34 20 16

4.51* 34 10 46

L caudate 7.39 −14 10 −2 6.21 −14 8 0

R caudate 7.53 18 14 8 6.75 18 10 0

L vPMC 5.55 −46 8 20 5.13 −42 6 26

R vPMC 6.04 48 8 22

4.58* 38 0 36

3.48* 46 12 48

L dPMC 4.15* −48 −4 54 3.93* −46 −2 58

R dPMC 4.67* 50 −2 52 3.73* 42 0 50

L vPMC/BA 44 5.45 −54 12 6

R vPMC/BA 44 5.26 50 14 24 5.9 56 12 4 5.77 54 12 6

L BA 44 5.23 −54 12 −6

5.19 50 12 20

L VIII 8.96 −30 −62 −50 5.45 −28 −66 −50

7.43 −24 −68 −46 5.76 −32 −60 −40

R VIII 7.18 30 −64 −50 5.97 30 −62 −56
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and with Listen Isochronous. Beat finding recruited a bi-
lateral network of auditory, motor, and prefrontal regions
including, STG, caudate nucleus, dPMC, vPMC, the cere-
bellum, dorsolateral PFC (DLPFC), and VLPFC (Figure 5
and Table 2).

To identify brain regions engaged in listening to a very
simple meter, we compared Listen Isochronous with
Silence (Rest). This contrast showed activity in bilateral
STG, vPMC, right dPMC, and left DLPFC (Figure 5 and
Table 3). No activity in the BG or VLPFC was detected,
even at a lower threshold ( p< .001, uncorrected). Brain
regions significantly more active in the Find Beat versus
Listen Isochronous condition included bilateral STG,
caudate, and VLPFC (Table 2).

Tapping to the Beat

To identify brain regions specifically engaged in tapping
to the beat, we contrasted the Tap Beat condition, which
requires tapping to an internally generated beat, with the
Tap Isochronous condition, which does not require true
beat generation and which controls for the exact number
of movements made by each participant in the Tap Beat
condition. Regions that were more active in the Tap Beat
condition were bilateral STG, dPMC, vPMC, VLPFC, and
right DLPFC (Figure 5 and Table 2).

To identify brain regions engaged in execution of the
tap response to a simple meter, we compared Tap Iso-
chronous versus Rest (Silence). Regions that were more
active in the Tap Isochronous condition were bilateral

STG, left M1, bilateral dPMC and vPMC, cerebellar lobule
VIII, left putamen, and right caudate (Table 3). No signifi-
cant activity in VLPFC was observed in this contrast.

Comparing Beat Finding and Beat Tapping

To assess regions that were commonly active for beat find-
ing and tapping, we examined the conjunction of the two
principal contrasts [Find Beat vs. Listen Isochronous] ∩
[Tap Beat vs. Tap Isochronous]. Regions commonly active
in the two conditions included: bilateral STG and VLPFC,
bilateral vPMC and left dPMC (Table 4). To assess regions
that differed between conditions, we examined the con-
trast [Find Beat vs. Listen Isochronous] versus [Tap Beat
vs. Tap Isochronous], which revealed no regions that were
significantly different in either condition.

Regression Analyses

Behavioral findings showed that as rhythms became
more metrically complex, participants both perceived the
rhythms as having a weaker beat and were less accurate
in tapping to that beat. To identify brain regions whose ac-
tivity was sensitive to metrical complexity or beat strength
we performed a regression analysis modeling the four
levels of metricality. We also conducted behavioral regres-
sion analyses using individual participantsʼ performance
scores and ratings of beat strength as variables. For the
Find Beat condition, there were no regions whose activity
significantly correlated with level of metricality or with

Table 2. (continued )

Region

Beat Finding
(Find Beat vs. Silence)

Beat Finding
(Find Beat vs. Listen Iso)

Beat Tapping
(Tap Beat vs. Tap Iso)

MNI Coordinates MNI Coordinates MNI Coordinates

t x y z t x y z t x y z

L VI 5.5 −28 −64 −26

5.21 −32 −58 −28

R VI 5.62 42 −58 −30

5.61 36 −64 −26

L Crus I/II 6.12 −12 −76 −34

L pre-SMA 6.41 −4 4 60

L pre-SMA 5.33 −4 16 44 5.10 −2 22 42

R pre-SMA 6.44 4 12 52 5.85 4 14 48

L IPS 5.07 −30 −50 40

L thal 5.11 −12 −2 12

R thal 5.63 8 −6 12

R ACC 5.10 12 32 22

Brain regions recruited during beat finding or tapping. The stereotaxic coordinates of peak activations are given in MNI space, along with peak t values.
Brain regions predicted a priori (STG, vPMC, dPMC, VLPFC, DLPFC) are also reported (*); they are significant with false discovery rate (FDR).
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perceptual or performance measures. For the Tap Beat
condition, results showed that activity in right STG and
VLPFC increased across levels of metrical complexity (Fig-
ure 6 and Table 5). Similar results were obtained when
we modeled ratings of beat strength and performance
scores (Cor/Total and Cor/Predicted). This confirms that
activity in STG and VLPFC was directly related to mea-
sures of beat perception and production as well as to the
experimenter-defined independent variable of metrical
level. Values for the three behavioral variables were
significantly correlated (Pearson R: Cor/Total vs. Cor/
Predicted = 0.56; Cor/Total vs. Rating = −0.49; Cor/
Predicted vs. Rating = −0.47; all ps < .01), likely contrib-
uting to similarities in the results these analyses. Analyses

for ITI deviation and asynchrony showed similar findings
but did not reach statistical threshold. No regions showed
the opposite pattern, increasing activity with decreasing
metrical complexity or stronger perceived beat.

To test whether the linear relationship with beat
strength differed for Beat Finding and Tapping in VLPFC
and STG, we contrasted the results of the regression
analyses between the two conditions in these regions.
These results revealed a greater correlation for Beat
Tapping in right VLPFC (44, 16, 1; t = 3.11; p < .0002 un-
corrected) and right STS (52,−34,−6; t= 3.83; p< .0002
uncorrected) adjacent to the STG location found for Beat
Tapping.

To visualize the results of the regression analyses, %
BOLD signal change for each condition was extracted from
peak voxels identified from the Tap Rhythm versus Tap
Isochronous condition for bilateral VLPFC and from the
regression analysis for the right STG. These values were
plotted for each of the conditions across the four levels
of metrical complexity (Figure 5). These graphs reflect
the results of the regression analysis showing a linear
increase for the Tap Beat condition only, where neural
activity in STG and VLPFC increased as a function of in-
creasing metrical complexity. These graphs also show
neither region was modulated by metric complexity in
the Find Beat condition and that VLPFC was not engaged
during the Listen Isochronous and Tap Isochronous con-
trol conditions.

Table 3. Listening and Tapping to an Isochronous Sequence

Region

Listen Iso–Silence Tap Iso–Silence

MNI
Coordinates

MNI
Coordinates

t x y z t x y z

L STG 5.50 −64 −40 16

5.34 −52 −40 20

5.03 −40 −36 14 5.15 −40 −36 16

3.88* −62 −28 8

R STG 7.09 62 −34 12 6.71 62 −34 12

6.13 42 −40 12 5.42 42 −36 14

L M1 6.22 −38 −22 52

L vPMC 4.22* −44 6 20 4.21* −50 6 10

R vPMC 4.38* 50 14 28 3.68* 50 8 8

L dPMC 5.69 −46 −16 54

R dPMC 4.06* 50 −4 52 5.22 52 −2 52

L DLPFC 3.90* −38 36 32

3.83* −38 40 32

L SMA 5.09 −4 0 62

L VIII 5.14 −28 −62 −50 5.15 −26 −58 −24

R VIII 5.20 26 −64 −50 6.02 24 −62 −52

R VI 5.09 42 −54 −32

L Crus I/II 5.90 −10 −74 −36

R Crus I/II 5.90 10 −78 −34 8.77 12 −54 −18

7.73 6 −66 −16

L put 6.08 −20 −8 −2

R caudate 5.96 16 20 4

Brain regions recruited when listening or tapping to the isochronous
control sequence, relative to silence. The stereotaxic coordinates of peak
activations are given in MNI space, along with peak t values. Brain regions
predicted a priori (STG, vPMC, dPMC, VLPFC, DLPFC) are also reported
(*); they are significant with FDR.

Table 4. Finding and Tapping to the Beat: Common
Activations (Conjunction)

Region

(Find Beat vs. Listen Iso) ∩
(Tap Beat vs. Tap Iso)

MNI Coordinates

t x y z

L STG 4.05* −46 −20 2

L ant STG 4.35* −52 −8 −2

R STG 4.51* 54 −24 4

L VLPFC 6.09 −30 22 −2

R VLPFC 6.56 34 22 −2

R lat VLPFC 7.01 50 18 −6

L vPMC 3.90* −50 10 20

R vPMC 4.66* 50 10 18

4.10* 38 −2 36

L dPMC 3.95* −46 −2 58

Brain regions commonly active during beat finding and tapping. The
stereotaxic coordinates of peak activations are given in MNI space, along
with peak t values. Threshold of t= 5was considered significant, based on
Hayasaka, Phan, Liberzon, Worsley, & Nichols (2004). Brain regions pre-
dicted a priori (STG, vPMC, dPMC, VLPFC, DLPFC) are also reported (*);
they are significant with FDR.

Kung et al. 413



Stimulus-modulated Functional Connectivity Analyses

To evaluate whether neural activity in STG and VLPFC was
temporally correlated with activity in the rest of the brain
and to assess whether any correlated activity was modu-
lated by metrical complexity we performed stimulus-
modulated functional connectivity analyses. Voxels in the
right STG (60, −38, 8) and right VLPFC (34, 22, −2) were
used as seeds in two separate analyses. The results of
both analyses showed that neural activity in right STG
and right VLPFC was temporally correlated in the Tap Beat
condition and that the correlation was greater for the
weakly metrical compared with the strongly metrical
rhythms (Figure 7 and Table 6). Right STG and VLPFC also
showed stimulus modulated coupling with premotor cor-
tex and inferior parietal lobule. Very importantly, right
VLPFC also showed stimulus modulated coupling with
the right DLPFC and bilateral BG at the border of the cau-
date and putamen.

DISCUSSION

This experiment examined the brain networks involved in
identifying and tapping to the beat of musical rhythms. In
contrast to previous experiments using passive perceptual
paradigms or which required reproduction of an entire
rhythm, here we asked participants to actively find and
tap to the underlying beat of rhythms that varied in metri-
cal complexity. Our results showed that beat finding and
tapping recruit largely overlapping auditory, motor, and
prefrontal regions, including the STG, premotor cortex,
and VLPFC. Activity in STG and VLPFC was more strongly

modulated by beat strength than during beat tapping than
beat finding, with greater activity for more metrically com-
plex rhythms with weaker beats. Furthermore, activity in
these regions was negatively correlated with both per-
ceived beat strength and tapping performance. Functional
connectivity analyses found that activity in VLPFC and STG
showed greater temporal correlation for tapping to weak
as compared with strong beats. These analyses also re-
vealed temporal coupling between VLPFC and the BG
during tapping to weaker beats. Taken together, our find-
ings suggest that BGmechanisms are engaged in beat find-
ing and tapping but that their activity was not modulated
by beat strength and was not correlated with either beat
perception or production. However, when tapping to
the beat of more complex rhythms, working memory re-
trieval mechanisms in VLPFC are recruited and interact
with mechanisms in the BG.
Previous neuroimaging studies of beat processing did

not control for the effects of scanner noise and either did
not collect behavioral measures or did not relate them to
brain activity. The results of our behavioral pilot study
showed that beat strength and tapping performance were
equivalent with and without scanner noise (Figure 3). This
confirmed that the combination of sparse sampling and
careful design of the metric structure of the rhythm stimuli
was successful in controlling noise interference. For both
the pilot and fMRI experiment, behavioral findings showed
that musicians were able to find and tap to the beat of all
rhythms, but that they were more accurate in tapping to
the beat of metrically simpler rhythms (Figure 4). This is
consistent with previous literature showing that tapping
to a strong beat is more accurate than tapping to a weak
beat (Patel et al., 2005; Essens & Povel, 1985). These

Figure 6. Brain regions modulated by temporal complexity. (A) The results of the regression analysis across the four levels of metrical complexity.
(B, C) The results of the regression analyses for subjective rating (B) and tapping performance (C). Each participantʼs subjective rating score and
performance score (Cor/Total) across the four levels of metricality were modeled. Regions where neural activity shows a linear relationship with
metricality are shown. The color bar represents t values; range from 5.0 to 3.0 for metricality and rating images and from −5.0 to −3.0 for
performance images. (a) VLPFC, (b) STG/STS, (c) pre-SMA and SMA, (d) vPMC and dPMC, (g) DLPFC.
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results confirm our manipulation of metrical complexity
and beat strength and validate the use of the behavioral
measures in the regression and stimulus-modulated func-
tional connectivity analyses.
Conjunction analysis showed that beat finding and tap-

ping engaged overlapping regions of STG, PMC, and VLPFC.
Contrasts between the two conditions revealed no signifi-
cant differences. Engagement of STG and PMC is consis-
tent with previous findings showing that these auditory
and motor regions are engaged during both listening to
and tapping in synchrony with musical rhythms (Chapin
et al., 2010; Chen et al., 2008a, 2008b; Karabanov, Blom,
Forsman, & Ullén, 2008; Chen, Zatorre, & Penhune, 2006;
Bengtsson, Ehrsson, Forssberg, & Ullén, 2004, 2005) as
well as other musical tasks (Chen, Rae, & Watkins, 2012;
Jancke, 2012; Karabanov et al., 2008; Lahav, Saltzman, &
Schlaug, 2007).

Beat finding and tapping also recruited VLPFC, a compo-
nent of the PFC working memory system. On the basis of
work in both humans and monkeys, it has been proposed
that VLPFC interacts with posterior sensory regions during
active memory retrieval when it requires top–down control
or selection among options (Kostopoulos & Petrides, 2003,
2008; Cadoret & Petrides, 2007; Kostopoulos, Albanese,
& Petrides, 2007; Badre, Poldrack, Pare-Blagoev, Insler,
& Wagner, 2005). In our task, as metrical complexity
increases, there may be no single beat that fits a given
rhythm. Thus, tapping to the beat of metrically complex
rhythms would require active retrieval of the selected beat
from competing options.

This interpretation is consistent with the results of other
experiments requiring active memory retrieval in a musical
context. Vuust, Roepstorff, Wallentin, Mouridsen, and
Ostergaard (2006) showed that VLPFC was active when

Table 5. Correlations of Neural Activity with the Beat

Region

Correlation with Beat Strength Correlation with Beat Rating Correlation with Performance

MNI Coordinates MNI Coordinates MNI Coordinates

t x y z t x y z t x y z

L STG

R STG 4.93* 60 −38 8 3.90* 58 −38 8

4.91* 48 −40 12 4.20* 46 −40 10

R STS 4.41* 56 −34 −4 −3.74* 50 −24 −6

L VLPFC −3.60* −38 18 2

R VLPFC 4.89* 38 18 4 4.58* 38 20 6 −3.97* 34 24 4

5.33 48 18 6

5.14 50 22 −2

R DLPFC 4.07* 46 36 26 −5.23 36 40 38

L BA 8

R BA 8 5.20 38 24 22 5.15 38 24 22 −6.05 38 22 24

−5.05 44 16 32

R vPMC 4.02* 44 10 28 −4.73* 48 10 44

−4.09* 38 −2 42

L dPMC −3.70* −44 −4 52

R dPMC −4.43* 48 10 50

−4.37* 22 0 58

−3.74* 36 2 58

−3.64* 40 −2 56

R MTG 5.54 56 −34 −4

L VIII −5.38 −20 −76 −44

Results from three different regression analyses, indicating brain regions whose neural activity is correlated with beat strength, beat rating, and
performance. The stereotaxic coordinates of peak activations are given in MNI space, along with peak t values. Brain regions predicted a priori
(STG, vPMC, dPMC, VLPFC, DLPFC) are also reported (*); they are significant with FDR.
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musicians were required to tap to the primary beat of a
complex polyrhythm, a condition somewhat analogous to
tapping to the beat of the more complex rhythms in our
study. In addition, they also showed that performance
was correlated with VLPFC activity, consistent with the
current findings. In contrast, in their study VLPFC was ac-
tive only when participants tapped to the main rhythm,
not during listening. This is likely because they used a
single stimulus that was repeated, making retrieval mini-
mal during listening. VLPFC has also been shown to be
engaged when musicians encode rhythmic sequences
(Konoike et al., 2012), hold atonal pitch sequences in
memory (Schulze, Mueller, & Koelsch, 2011) and during
complex auditory imagery tasks (Zatorre et al., 2010; Leaver,
Van Lare, Zielinski, Halpern, & Rauschecker, 2009).

In the beat tapping condition, activity in both VLPFC
and STG increased as metrical complexity increased and
beat strength decreased and was also correlated with
tapping performance (Figures 5 and 6). Furthermore, tem-
porally correlated activity in these regions was greater
for weak compared with strong beats (Figure 7). Auditory
regions within the STG have been shown to be sensitive
to metrical complexity in a number of previous studies
(Chen et al., 2008b; Karabanov et al., 2008; Bengtsson
et al., 2005). Greater activity in VLPFC when tapping to

more complex rhythms is consistent with data showing
that this region is engaged when memory retrieval requires
greater top–down control (Badre et al., 2005; Petrides,
2005). Very importantly, greater functional connectivity

Figure 7. Functional connectivity results. (Top) Brain regions whose
activity was more strongly coupled with activity in right VLPFC for the
weak as compared with the strong metrical rhythms. (Bottom) Brain
regions whose activity was more strongly coupled with activity in the
right STG for the weak as compared with the strong metrical rhythms.
The color bar represents t values; range, 10.0–5.0.

Table 6. Stimulus-modulated Functional Connectivity

Region

Seed: Right STG
(60, −38, 8)

Seed: Right VLPFC
(34, 22, − 2)

MNI
Coordinates

MNI
Coordinates

t x y z t x y z

L STG 6.47 −56 −34 0 5.29 −38 −38 14

6.19 −60 −44 12

6.09 −48 −40 6

5.46 −52 −20 −2

R STG 7.74 52 −26 0 6.69 58 −34 10

5.77 44 −36 12

L VLPFC 5.07 −32 22 −2 9.41 −30 20 0

R VLPFC 6.17 44 26 2

5.00 34 22 0

L vPMC 6.65 −46 6 26

R vPMC 7.07 48 16 22

5.05 34 0 48

L dPMC 5.93 −38 −20 50

5.78 −44 −14 58

R dPMC 5.16 58 −4 52

L SMC 5.79 −28 −28 58

L IPL 5.27 −64 −50 20 5.12 −36 −52 46

R IPL 6.02 44 −46 44

L ACC 6.59 −10 28 26

R ACC 9.09 6 24 36

L pre-SMA 6.97 −6 2 54

R DLPFC 6.67 38 26 26

6.06 36 38 20

L caud/put 6.32 −14 0 12

R caud/put 5.49 18 6 4

L VIII 6.56 −26 −66 −50

R VIII 5.14 24 −64 −50

L VI 5.11 −26 −64 −28

R V/VI 5.43 6 −64 −22

Results from two stimulus-functional connectivity analyses, indicating brain
regions whose neural activity is correlated with and modulated by that of
the seed voxel (in R STG or R VLPFC). The stereotaxic coordinates of peak
activations are given in MNI space, along with peak t values.
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between VLPFC and STG for the weaker beats is consistent
with findings showing that active retrieval results in corre-
lated activity in VLPFC and posterior sensory regions where
memory may be stored (Kostopoulos & Petrides, 2008).
In addition to STG, interactions between VLPFC and

DLPFC also increased with metrical complexity. In a pre-
vious experiment, we found greater engagement of DLPFC
when participants tapped to rhythms with weaker beats
(Chen et al., 2008b). Synchronization requires people to
continuously monitor their motor responses, and monitor-
ing has been shown to specifically engage the DLPFC
(Champod & Petrides, 2007, 2010). In our current experi-
ment, tapping to weaker beats may place greater demands
on retrieval and monitoring processes, leading to increases
in correlated activity between VLPFC and DLPFC.
The BG have long been hypothesized to play a role in

motor and/or perceptual timing (Teki, Grube, Sukhbinder,
& Griffiths, 2011; Meck, Penney, & Pouthas, 2008; Lewis,
Wing, Pope, Praamstra, & Miall, 2004; Rao, Mayer, &
Harrington, 2001) and have commonly been found to be
active during beat perception (Chapin et al., 2010; Fujioka
et al., 2010; Grahn & Brett, 2007, 2009; Grahn & Rowe,
2009). It has also been suggested that the BG may un-
derlie beat synchronization in some nonhuman animals
(Patel et al., 2009). Consistent with these data, in the cur-
rent experiment, activity in bilateral caudate nucleus was
greater in the Find Beat condition compared with Silence
or the isochronous control condition but did not differ
between Find Beat and Tap Beat. This suggests that simi-
lar BG resources were recruited during both perception
and production. BG activity was also not modulated by
beat strength and showed no significant correlation with
measures of beat perception or performance. However,
activity in the BG was temporally correlated with activ-
ity in the VLPFC, with stronger correlation for weaker
beats (Figure 7). This indicates that BG mechanisms may
play a more basic role in beat processing that interacts with
working memory retrieval mechanisms in the frontal lobe.
Studies of beat perception have generally shown greater

BG activity when people listen to a strong or predictable
beat (Fujioka et al., 2010; Grahn & Rowe, 2009; Grahn &
Brett, 2007), once a beat percept has been established
(Chapin et al., 2010), or in beat-based compared with
interval-based timing tasks (Teki, Grube, Sukhbinder, et al.,
2011). A recent study of beat perception showed greater
BG activity when people were able to apply an already
identified beat to a new rhythm, compared with finding
the beat in a new rhythm (Grahn & Rowe, in press). BG do-
paminergic mechanisms have been implicated to be impor-
tant in temporal prediction (Coull, Cheng, & Meck, 2011;
Teki, Grube, Sukhbinder, et al., 2011; Grahn & Rowe,
2009); thus, these mechanisms are proposed to be more
engaged when the beat is predictable or strong. In the
current experiment this model would predict that BG
activity would be greater for highly metrical rhythms with
stronger beats and in the Tap Beat compared with the
Find Beat condition. We did not find evidence to support

these hypotheses. An alternative explanation is based on
data linking the BG to preparation or production of well-
learned motor responses (Penhune & Steele, 2012; Thorn,
Atallah, Howe, & Graybiel, 2010; Doyon et al., 2009;
Graybiel, 2008; Szameitat, Shen, & Sterr, 2007). In previous
experiments linking BG activity to beat processing, the
beat was either highly salient (Grahn & Rowe, 2009; Grahn
& Brett, 2007), carried over from a previous item (Grahn
& Rowe, in press), or people were actively producing, pre-
paring, or imagining a motor response (Chapin et al., 2010;
Fujioka et al., 2010; Chen et al., 2008a, 2008b). In all these
cases, the beat is associated with a well-known or primed
motor response.

The cerebellum has frequently been implicated in the
perception and production of rhythms (Teki, Grube,
Sukhbinder, et al., 2011; Grube, Cooper, Chinnery, &
Griffiths, 2010; Grahn & Rowe, 2009; Chen et al., 2008a;
Sakai et al., 1999; Penhune, Zatorre, & Evans, 1998), but
its specific role is not clear. In the current experiment,
lobule VIII of the cerebellum was significantly engaged
during tapping to the beat of complex compared with
isochronous rhythms. This is consistent with the role of
the cerebellum in producing complex motor responses
and with previous work from our laboratory showing
cerebellar engagement during rhythm synchronization
(Chen et al., 2008a; Penhune et al., 1998). Activity in
lobule VIII was also negatively correlated with beat tapping
performance, with greater activity for metrically complex
rhythms that were less well performed. This is consistent
with a large body of literature implicating the cerebellum
in error correction and feedback processing (Shadmehr &
Krakauer, 2008; Miall, Christensen, Cain, & Stanley, 2007;
Ito, 2000) and with theories proposing a role for the cere-
bellum in time-keeping processes (Coull et al., 2011; Teki,
Grube, & Griffiths, 2011; Ivry & Spencer, 2004; Lewis &
Miall, 2003), both of which are necessary to make an accu-
rate response. Finally, activity in lobule VIII was temporally
correlated with activity in the VLPFC and modulated by
beat strength. Recent anatomical studies in animals and
humans have shown connections between lateral cerebel-
lar regions and frontal cortex (Ramnani et al., 2006; Kelly
& Strick, 2003), and it has been hypothesized that the
cerebellum may play a role in working memory process-
ing or the application of higher-order rules or structures
(Balsters, Whelan, Robertson, & Ramnani, in press; Marvel
& Desmond, 2010). The current results do not allow us to
dissociate the contribution of different cerebellar mecha-
nisms to beat tapping. Future experiments focused on
differentiating cerebellar involvement in error correction
and time-keeping using perturbation paradigms could be
useful in assessing the roles of these two mechanisms.

Cognitive theories propose two general models of beat
perception: the dynamic attending model (Chapin et al.,
2010; Large & Jones, 1999) and the template model
(Essens & Povel, 1985; Povel & Essens, 1985). Both models
agree that the beat percept develops over time as listeners
derive possible meters and beats based on the accent
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structure of a piece. The dynamic attending model pos-
tulates that predicted beat points focus attention. The tem-
plate model proposes that accent structure generates a
template for a particular metrical grid or beat, which listen-
ers apply to upcoming stimuli. Our paradigm is a better fit
with the template model because the stimuli were created
based on Povel and Essensʼmodel (1985) and because the
task requires listeners to generate a beat template in the
Find Beat condition and to apply it in the Tap Beat condi-
tion. This paradigm is less well suited to assessing the dy-
namic attending model , which emphasizes the
development of a predicted beat over time. It is possible
that the dynamic attending model may better explain the
process of beat identification and the template model may
better explain how the identified beat is retrieved and ap-
plied. Thus, the dynamic attending model may map onto
BG dependent processes important for beat finding and
prediction, whereas the template model may better de-
scribe frontal mechanisms important for active retrieval
of a selected beat.

In conclusion, the results of this experiment demon-
strate that a network including the BG, STG, PMC, and
VLPFC is engaged in finding and tapping to the beat of
musical rhythms. Within this network, we were able to
dissociate the role of the BG, which was equally engaged
in all conditions, from cortical mechanisms, suggesting
that BG may be involved in detecting auditory temporal
regularity or in associating auditory stimuli with a motor
response. In contrast, activity in cortical auditory, pre-
motor and prefrontal regions was modulated by beat
strength, suggesting that they are important for retrieving,
selecting and maintaining the musical beat. We also found
evidence for interaction between these two systems, in-
dicating that more basic sensorimotor mechanisms in-
stantiated in the BG work in tandem with higher-order
cognitive mechanisms in auditory association and prefron-
tal regions. Overall, these results reinforce the larger con-
cept that brain regions engaged by beat finding and
tapping are not unique to music processing but rather rely
on more general neural mechanisms important for predict-
ing and integrating auditory information with a motor re-
sponse as well as those required for activememory retrieval.
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